- 2 -

FGNGN-ID-00049

	INTERNATIONAL TELECOMMUNICATION UNION
	Focus Group On Next Generation Networks

	TELECOMMUNICATION
STANDARDIZATION SECTOR

STUDY PERIOD 2001-2004
	FGNGN-ID-00049

	
	Original: English

	
	
	Geneva, 19-23 July 2004

	INPUT DOCUMENT

	Source:
	Chairman of FG NGN

	Title:
	Update Texts of Draft Y.NGN-CMIP (Framework for Customer Manageable IP Network) (old Y. MAN-NGN)


This document transferred from the last JRG-NGN meeting into FG NGN.

--------------------------

This is the revised texts of Y.NGN-CMIP (old Y. MAN-NGN) from some inputs (WD 93, 94, 95, 96, 122, 123, 124, 125, 127, 128, 130, and 157).

The following changes from the revision 2 are taken.

· some editor notes are added in section 7.13 and section 10 from the reviews of the drafting results. It requests future inputs to develop the relevant texts.

· Some words are changed at Appendix II by comparing with Y.NGN.Management.

________________
Draft Recommendations Y.NGN-CMIP
Framework for Customer Manageable IP Network
Contents

Introduction
1. Scope

2. References
3. Terms and Definitions 

4. Abbreviations 
5. Service Definitions and Requirements for Manageable IP Network
5.1 Service Definitions 
5.2 Level of Manageability 
5.3 Service Requirements
5.3.1 End-User Service Requirements
5.3.2 Network Provider Requirements

5.3.3 VPN Service Requirements

5.3.4 Application Provider Requirements

6. Reference Model of Manageable IP Network

6.1 Introduction

6.2 Reference Architecture

6.3 Capability Sets of Manageability
6.4 Trade-off Analysis of Capability Sets in Scalability, Complexity, and Provisioning Costs

7. Functional Capabilities for Manageable IP Network

7.1 Overview

7.2 Naming and Addressing Capability 

7.3 User Grouping and Application Clustering Capability 

7.4 End User/Service Registration and Identification Capability

7.5 Information Navigation and Query Capability

7.6 Auto-Discovery and Auto-Configuration Capability

7.7 Information Access Control and Security Capability

7.8 End-to-End Transparency Capability

7.9 Point-to-Point, Point-to-Multipoint, and Multicast Connection Configuration Capability

7.10 Routing and Forwarding Control Capability

7.11 Alternative Path Selection and Multi-homing Capability

7.12 Mobility Control and Management Capability

7.13 Traffic Measurement and Usage Parameter Control Capability

7.14 Bandwidth Assignment and SLA Negotiation Capability

7.15 End-to-End QoS Provisioning and Priority Assignment Capability

7.16 Information Storage and Directory Processing Capability

7.17 Segment OAM and End-to-End OAM Capability

7.18 Virtual Private Network Configuration Capability

7.19 Billing and Charging Capability

7.20 Client/Server Management and Agent Management Capability

8. Service Procedures and Applications Scenarios 

8.1 Manageable Naming and Addressing Services

8.2 Manageable Access Control and Security Services

8.3 Manageable QoS Services

8.4 Manageable Mobile IP Services

9.  Other Aspects

10. Security Considerations

Appendix

I. Example of Manageable QoS Service Scenarios

Y.NGN-CMIP
Framework for Customer Manageable IP Network

(Geneva, 2004)

Introduction

This Recommendation contains the advanced IP network architecture especially in views of user manageability. The future manageable IP network is not just focused into the data-based network. It equally considers the integrated environments of fixed/wireless network elements to accommodate computer systems, home peripherals and intelligent appliances. It means that the future IP network may compromise heterogeneous requirements of service quality and physical interface from network and computer and consumer equipments.  
Here, the manageable IP network guarantees service quality for real-time and multimedia applications. It also provides bandwidth reservation and various service models for future business needs. Generally, the manageable IP network has the following features.

· Support business model for differentiated service concept

· Support usage-based billing and charging model 

· Stable and secure with reliability performance of 99.999 %

To support these features, the network operator provides network connectivity services to its customers. A service level agreement (SLA) is a formal definition of the relationship between a supplier of services and its customer, which provides a means of defining the services to its customers.  It specifies what the customer wants and what the supplier is committing to provide.  It defines the standards for the quality of services provided, setting performance objectives that the supplier must achieve. It also defines the procedure and the reports that must be provided to track and ensure compliance with the SLA.


In these service environments relating to the SLA, the existing IP network should be reliable and manageable. The end-to-end connectivity should meet the negotiated SLAs according to various application types and equipment types. The users may want to their specific performance requirements including bandwidth, delivery time, and loss performance for each application. But, some users may want no SLA like the existing Best Effort IP network. (It means no guarantee of delivery time and loss performance.)


The SLA is used in an IP network to make assurances about performance and availability of the network to a customer. Until now, the network performance including reliability and availability is the only factor that the network operator can control. The network offers a set of SLAs to the customer. The network capabilities which are defined by SLA are possible to be offered to the customer. It may be done by the request-based or subscription-based manners. By negotiating with the customer, the network operator has to control and manage network resources of the IP network. Some SLA can be specified in terms of application performance or in terms of the network performance.






· 
· 
· 
1. Scope

The scope of this recommendation covers:

· 
· 
· 
· 
· Definition of and requirements for the service capabilities offered to a customer of a NGN, implemented with IP.

· Reference architecture, from the  customer perspective, of a manageable IP Network

· Functional capabilities from the customer perspective of a manageable IP Network

· Applications scenarios and procedures used by the customer of a manageable IP network such as:

· naming and addressing

· access control and security

· selection of QoS type

· Mobile IP services

· etc. 

Details of the mechanisms to support these capabilities are out of the scope of this Recommendation.

2. References

2.1 Normative References 

ITU-T

[1]  ITU-T Recommendation Y.100 (1998), General overview of the global information infrastructure standards development
[2]  ITU-T Recommendation Y.110 (1998), Global information infrastructure principles and framework architecture

[3]  ITU-T Recommendation Y.120 (1998), Global information infrastructure scenario methodology
[4]  ITU-T Recommendation Y.130 (2000), Information Communication Architecture

[5]  ITU-T Recommendation Y.140 (2000), GII - Reference Points for Interconnection Framework
[6]  ITU-T Recommendation Y.1001 (2000), A Framework for Convergence of Telecommunications Network and IP Network technologies.
[7]  ITU-T Recommendation Y.1241 (2000), IP transfer capability for support of IP-based services
[8]  ITU-T Recommendation Y.1221 (2001), Traffic Control and Congestion Control in IP Networks
[9]  ITU-T Recommendation I.313 (1997), B-ISDN network requirements
[10]  ITU-T Recommendation Y.1311 (2001), IP VPNs – Generic Architecture and Service Requirements
[11] ITU-T Recommendation Y.1311.1 (2001), Network Based IP VPN over MPLS Architecture
[12] ITU-T Recommendation Y.1541 (2000), Network performance objectives for IP-based services
[13] ITU-T Recommendation Y.1720 (2001), Protection Switching for MPLS Networks
[14] ITU-T Recommendation Y.NGN-overview, General overview of NGN functions and characteristics
[15] ITU-T Recommendation Y.GRM-NGN, General reference model for Next Generation Networks
[16] ITU-T Recommendation Y.NGN-FRA, Functional architecture of Next Generation Networks
[17] ITU-T Recommendation Y.NGN-GRQ, NGN General Requirements
[18] ITU-T Recommendation M.3010, TMN Architecture
[19] ITU-T Recommendation M.3400, TMN Management Functions
[20] ITU-T Recommendation M.3050, Enhanced Telecommunications Operations Map

[21] ITU-T Recommendation Y.NGN.Management (M.NGN.Management), Principles for the Management of Next Generation Networks
[22]
ITU-T  Draft Recommendation Y.17fw, MPLS management framework
2.2 Informative References

[23]  TR-059 DSL Forum, “DSL Evolution – Architecture Requirements for the Support of QoS-Enabled IP Services,” September, 2003
[24]  R. Braden, “Requirements for Internet Hosts - Communication Layers,” RFC 1122, October 1989
[25] IETF, Cisco Systems NetFlow Services Export Version 9, draft-claise-netflow-9-08.txt
[26]
IETF, LDP Specification, RFC3036, January 2001

[27]
IETF, Signalling Unnumbered Links in Resource ReSerVation Protocol - Traffic Engineering, RFC3477, January 2003

[28]
IETF, Detecting MPLS Data Plane Failures," Internet Draft draft-ietf-mpls-lsp-ping-05.txt,  March 2004

[29]
IETF, LSR Self Test, “draft-ietf-mpls-lsr-self-test-02.txt, February 2004 
[30]
Ian Foster, The Grid: Computing without Bounds, Scientific American, April 2003.
3. Terms and Definitions 

· Customer Manageable IP

It focuses to user manageability on IP network. Users can allocate, configure, control, and manage the resources of IP network elements. 
· End-to-End Transparency

The seamless connectivity between end users without any change of information contents during away from original location with the relevant terminal equipments and applications. 
· Information Navigation

· Information Query

· Auto-Discovery

The end users or the network elements find their neighbors automatically by using solicitation and advertisement messages.

· Auto-Configuration

The end user gets its interface address automatically such that create a link-local address and verify its uniqueness on a link. It should be obtained through the stateful or stateless mechanism. 
4. Abbreviations 

AAA

Authentication, Authorization, and Accounting
CDR

Connection Detail Record

CoS

Class of Service

C-Plane
Control Plane

DNS

Domain Name Service

ftp

File Transfer Protocol

M-Plane
Management Plane

MPLS

Multi-Protocol Label Switching
P2P

Point to Point

P2MP

Point to Multipoint
PABX

Private Automatic Branch Exchange

PDA

Personal Digital Assistant
PKI

Public Key Infrastructure

QoS

Quality of Service

SIP

Session Initiation Protocol
SLA

Service Level Agreement
SLS

Service Level Specification
VPN

Virtual Private Network
VTR

Video Tape Recorder

UNI

User Network Interface
U-Plane
User Plane
UPC

Usage Parameter Control
URI

Uniform Resource Identifier
URL

Uniform Resource Locator

XML

Extensible Markup Language
5. Service Definitions and Requirements for Customer Manageable IP Network

5.1 Service Definitions 
The customer manageable IP service is defined in the user points of views. It is clearly different from the existing network service concept. Fig. 1 shows the service concept of the customer manageable network. The network providers construct the network, but they are not responsible to develop the services. The customers can create and develop their own networking services with help of network provider. All the network capabilities are offered to the customers, which include how to control and manage network elements and their resources. The network capabilities can be classified into a set of menus. A set of menu of network capabilities are specified in terms of a number of SLA parameters. The customer manageable IP service is defined as follows. 

· A customer can choose the end users which include human, terminal equipments, and applications. 

· The customer can configure their own networking services and network configurations (e.g. virtual private network) with relevant network resources provided by the network providers.

· The customer can choose some control and management functions over their own network. In order to do these functions, the customer can choose the offered sets of control and management functions and negotiate the service level agreements on QoS and network performance including security capability with network providers.
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FIGURE 1/Y.NGN-CMIP Service concepts of the Customer Manageable IP Network

From the information value chain model of global information infrastructure, the customer will be individuals, information agents/brokers, information providers, and information service providers [1] – [3]. 
The menus of network capabilities can be chosen by individual functional blocks or service blocks and their combinations. A functional block can be classified into the manageable entities of network resources. The lowest level of manageable resources may be storage, bandwidth, or processing time, etc.  The highest level of manageable blocks can be distance learning, teleworking, electric commerce, telemedicine, or on-line entertainment, etc. Some resources dedicated on a group of users are used as a menu of virtual private network (VPN). Also, some resources are combined with associated technologies and service architecture such as web, Java, security, or database, etc.
5.2 Level of Manageability 

The network capability sets are classified into various levels of manageability. They are depending both on the customer and the network operator points of view. The detailed performance objectives are out of scope in this document. 

The level of manageability can be divided as shown in Table 1/ Y.NGN-CMIP. 

Table 1/Y.NGN-CMIP  Levels of Manageability

	Levels
	Descriptions
	Features
	Remarks

	0
	No Management
	No monitoring,

No Resource Control
	· No mechanism to detect network fault and congestion. 

· No mechanism to control network resources

	1
	Overall Network Resource Management
	Overall monitoring,

No Resource Control
	· Notify overall network fault and resource status by network provider

· No resource control by the customer

	2
	Group level

Resource Management
	Group level Resource 

Monitoring and

Control
	· Notify group level network fault and resource status by network provider

· Manage the group level resources by the customer

	3
	Individual

Resource Management
	Individual level Resource 

Monitoring and

 Control
	· Notify individual network fault and resource status for end-to-end connectivity

· Manage the end-to-end resources by the customer


It defines that the group level manageability indicates to manage the same level of network resources for a set of user groups according to service/application types. It is applicable to the group of virtual private network users. For resource management, the multiple sets of individual resources which are normally dedicated to a single user can be grouped into a single entity of manageability. In the other case, a single resource entity can be shared for a same group of users. The same resources can be also shared for the different user groups.
(Notes) The accuracy or granularity of manageability on resource parameters is out of scope in this Recommendation since it is depending on implementation level. But, the manageable functional capabilities are described in section 7. 
5.3 Service Requirements
In this section, the requirements for customer manageable IP service are classified by end user service requirements, network provider requirements, VPN requirements, and application provider requirements. According to information value chain model, the network providers are responsible for communication and networking of information, for which information processing and storage capability are required. The VPN is to provide the dedicated network resources for a group of users. The application providers include information service brokers and information service providers.
5.3.1 End-User Service Requirements
The end user service requirements can be specified in terms of application level performance or in terms of network level performance. The application level requirements are closer to customer requirements than network level requirements. The network operator will not be able to provide the application level requirements to its customers and can provide only network level requirements. But, the application level requirements need to build up from the network level requirements. The performance requirements of end-user service include as follows:

· Availability (e.g., 99.999 %)

· Response time (example, less than 5 ms to download a file of 1 Mbytes)

· Service blocking probability including network access blocking
· Service priority and QoS/CoS

5.3.2 Network Provider Requirements

Network provider supports communication and networking services. The network level service requirements specify in terms of network performance parameters between one or more interface points which can be in the administrative domain of network operator. They also include network connectivity, authentication/authorization/accounting, access filtering, and customer service and troubleshooting. 
Depending on service and application types (for example, messaging, retrieval and distribution services with/without individual control, etc.), network provider may have the relevant processing and storage capability as well as intelligent telecommunication service capability. The network can provide the add-on capability such as information query and navigation, name/number/address portability. Then, the network provider requirements may include the performance of information processing and storage. Their requirements are described as follows [refer to I.356 and Y.1541].
· network access capabilities
· Create/update/delete user profiles including user name, number, and subscripted services, etc.
· Advertisement/solicitation of name, address, and number 
· Assignment of network addresses and address filtering 
· Authorization/authentication to identify user (e.g., query user ID, password, and certificate, etc.)
· Customer service and troubleshooting of network access problems
· Name/number/service portability, navigation, name notification, name database management
· Accounting of user’s usages for billing
· network performance parameters
· Packet error rate, packet loss rate

· Round trip delay, one way delay and delay variance

· Availability (system uptime, mean time to failure, mean time to repair, etc.)

· Peak bandwidth, available bandwidth, minimum bandwidth

· Round trip delay of location identification for mobility

· Access blocking probability and service completion probability

· Traffic monitoring and statistics (e.g., number of packet to be received or transmitted, the number of packet discarded or received in error, etc.)

5.3.3 VPN Service Requirements

The VPN over Manageable IP network shows diverse configurations and approaches according to necessary service features at customer premises. One network provider may operate the different virtual private network (VPN) separately, using physically different links and routers. However, the cost savings can be obtained if the network provider can share the physical infrastructure among the different VPN. Then, the VPN service requirements are basically same with those of the network provider. Additionally, the following service requirements can be specified.
· Configuration and operation of VPN

· Security including VPN authentication and authorization

In addition, the following requirements will be necessary to support diverse VPN service features through Manageable IP Network. 

· VPN with multiple dimensioned virtual networking 
· VPN QoS/Resource negotiation with Policy Server

· IPv6 networking for IPv6 VPN service features

· IPv4/IPv6 VPN service with mobility
· Interworking  in routing/forwarding functions of IPv6 VPN over MPLS
· IPv4/IPv6 VPN service level negotiation

Furthermore, if IPv6 VPN is applied to Manageable IP Network, there will be additional interworking functions are necessary. In particular, it should adapt some interworking functions to provide the destination IPv6 VPNs with IPv6 addressing features. 
It is necessary to dynamically configure VPNs with intelligent features. The active configuration features will be very helpful to provide user controllable services among VPN users via manageable IP Network.
5.3.4 Application Provider Requirements

The application provider uses a common infrastructure owned by the network provider to provide application or network services to those subscribers, where their IP addresses are assigned and managed by the network provider. For example, an application provider may offer gaming, video on demand, the filtered Internet access via IPsec or various IP tunneling services. It is envisioned that the service environments of application provider will be user-level rather than network level. Network elements used by the application provider can include application server and directory servers as well as switches/routers. 
The application provider requirements have the similar levels with network provider requirements for network access capabilities. They include authenticating users, assignment of user profile with preference, customer service and troubleshooting of network access and application-specific problems. They also have ability to determine traffic usage for accounting purposes and billing.
The application provider requirements are depending on specific application. They are specified on the number of application clients as well as on the capacity of the application servers and the capacity of the network that connects the clients with the application provider. The number of application servers and clients can be specified in the service level agreement based on the expected level of business activity. The performance requirements of application provider include as follows.

· Transfer priority and QoS/CoS

· Security including access control and authentication

· Performance monitoring

· Identification of user, service, and terminal type

· Redundancy of servers (or reliability of servers)

· Clustering of servers

· Round trip delay of naming and identification

· Service completion probability
· Name/number/address/service portability 
· Name/service advertisement and solicitation
· Information query and navigation including database management
6. Reference Model of Customer Manageable IP Network
6.1 Introduction

This section provides the reference model of customer manageable IP network. The user network interfaces (UNIs) are defined at the viewpoints of manageability. Also, their functions are identified at the User-Plane (U-Plane), the Control-plane (C-Plane), and Management-Plane (M-Plane). The detailed functional specifications at each interface are out of scope in this Recommendation.

6.2 Reference Architecture
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FIGURE 2/Y.NGN-CMIP
Reference architecture of customer manageable IP network 

Figure 2/Y.NGN-CMIP shows the reference architecture of customer manageable IP network. According to the general reference model of Y.NGN-GRM, the customer manageable IP network is divided into service layer and transport layer. The functions of each layer are classified into the User-Plane functions, the Control-Plane functions, and the Management-Plane functions. The transport and service interfaces between end user and network are done by access gateway functions and service gateway functions, respectively. The detail access gateway and service gateway functions are out of scope in this Recommendation.
The business processes in M.3050 and the FCAPS Management Functional Areas in M.3400 should be considered for abstracting constructs required for the manageability of IP-based networks and services. 
6.3 Capability Sets of Manageability
The manageable functional capabilities are provided by network which is operated by network provider, VPN provider, or application providers. The end users choose a set of customer manageable functions according to their services and applications. At the transport layer, the functions of the manageable IP network are controlled by end user. At the service layer, the manageable IP network is also controlled by end user. 
The manageability level can be classified into implementation stage or control depth of network. Depending on services and application type, a number of capability sets of manageable functions could be offered to the users. For example, the current router-based IP network does not intend to provide any manageability functions since end users feels difficulty to control the IP network elements including routers and servers for their specific applications. The source routing or the destination option in IPv6 can give a kind of manageability function since the routing path can be selected by user. Also, the existing telephone network like PSTN does not provide any manageability function since users could not choose any QoS level. 
A number of capability sets are defined according to end user applications and business needs. The manageability sets can be classified into the following categories.
· Telco-based services and applications (e.g., fixed/wireless telephony, PABX, various access/trunk/home gateways, intelligent call center and servers, etc.)
· Broadcast-based services and applications (e.g., interactive TV, video conference, satellite TV, etc.)
· Computer-based services and applications including Web services
· Electronic appliance-based applications (e.g., PDA, VTR, consumer electronics, game box, etc.)
The detail stage of capability sets are is depending on market opportunity and technical feasibility. The following categories of technologies are considered in views of manageability.
· Fixed and wireless transport technology 

· Switching and routing technology 
· Network control and management technology

· Network robustness and Resilience, Redundancy, Intelligent Network, etc.

· Mobility management including location identification and authentication

· QoS and Traffic Engineering technology evolution
· CoS,  aggregate QoS, and end-to-end QoS
· Network-based Security and PKI technology

· Navigation/Search/Query technology including naming and directory service
The capability sets of manageability are depending on network scale, ownership, level of control accuracy and service profile, etc. Table 2/Y.NGN-CMIP shows the examples of capability sets of manageability.

Table 2/Y.NGN-CMIPNGN Examples of Capability Sets of Manageability'

	Classifications
	Capability Sets
	Features
	Descriptions

	Public

Networks
	P0
	No Management
	- subscription by offline

	
	P1
	Overall Resource Control 
	- basic OAM including network failure

- monitoring of traffic activity and network status- 

	
	P2
	Group level

Resource Control
	- support a group of users and VPN subscribers

- satisfy the group or VPN QoS/SLA based on billing options

	
	P3
	Individual

Resource Control
	- handle individual users

- satisfy the negotiated QoS/SLA based on billing options

	Private

Networks
	C0
	No Management
	- configured by system operators

	
	C1
	Overall Resource Control 
	- basic OAM including system faults

- monitoring of traffic activity and system status 

	
	C2
	Group level

Resource Control
	- support a group of users 

- maintain the QoS/SLAs for a group of users

	
	C3
	Individual

Resource Control
	- handle individual users

- maintain the predictable QoS/SLA


(Note) It notes that the public network and private network can be classified according to ownership, administrative domain, or charging option, etc.
The example scenario for manageability sets of the existing IP network may be as follows.

· 1st stage: priority-controlled IP network

· priority and routing control according to source and destination IP address pairs

· 2nd stage: application-based manageable IP network

· bandwidth, metering, billing, and security option according to application types 

· 3rd stage: Full customized IP network

· full customized or personalized end-to-end resource control
From business demands of end user services and applications, the capability sets of manageability could be identified with considerations of manageable network elements and technologies. The reference model could be identified as a possible scenario, but, it could not restrict any other approaches. 
6.4 Trade-off Analysis of Capability Sets in Scalability, Complexity, and Provisioning Costs

The functional sets for manageability can be chosen by end users after trade-off analysis with their provisioning costs. The functional capabilities which require the trade-off analysis between performance and cost could be identified as follows.

· Quality-of-Service (QoS) option: guaranteed, acceptable, and best effort

· Security option including authentication
· Billing option including advice of charge
Some capabilities may have a set of granularities depending on implementation. They can by chosen with different weighting factors depending on end user preference. 
First, the Quality-of-Service (QoS) refers to mechanisms to differentiate performance based on application or network-operator requirements. It also means providing predictable or guaranteed performance to applications, sessions, or traffic aggregates. With regarding regional area and domain region, the end user can choose their acceptable QoS by comparing with their provisioning cost. Sometimes, the full sets of QoS capability try to be enforced without economic analysis. Economically, some users do not want to pay such unacceptable performance for their application. 
For the issues of authentication, it is also often called 'the identity problem.' Like spam, this is more of a user issue, but it should be solved over the architecture since it may require scalable and hierarchical trust models. 
From information value chain model, the manageable IP services could be offered with various billing options including flat rate or the usage-based. The advice of charging may be used before retrieving some video content materials. Also, the differentiated billing option can be offered when guaranteeing the delivery time of information material. A group of users like companies or organizations could be charged to all the usages of their VPN including fixed and wireless applications.
7. Functional Capabilities for Manageable IP Network

7.1 Overview

The functional capabilities of the manageable IP network are divided into the customer perspectives and the provider perspectives. The network providers build the network to be manageable. The customer manageable functional sets provided by the network operator are to be offered to the customers. The customers will use their functional sets in order to construct their own manageable network.


Each functional capability both for customer and network provider can be classified with the concepts of the User-Plane, the Control-Plane and the Management-Plane. The relationships of customer manageable functional sets are given as in Table 3/Y.NGN-CMIP. The manageable objects are divided into the managing entities (active object) and the managed entities (passive object). It assumes that the managing entities are intended to create, initialize, set, and write the corresponding functional capabilities and the managed entities are to receive, read, and release the functional capabilities. The control depth of the manageable objects is depending on implementation level and control parameters of those entities.
Table 3/Y.NGN-CMIP
Relationships between manageable functional sets in terms of
the U-Plane, the C-Plane and the M-Plane

(Note) The  meaning of “x” notation indicates the active management entities which include creation, initialization, write, or remove operations on those management objects. The meaning of “o” notation indicates the passive management entities which include receive, read, process, monitor, and analysis operations.

	Functions
	Customer Perspectives
	Network Provider Perspectives

	
	U-plane
	C-plane
	M-plane
	U-plane
	C-plane
	M-plane

	Naming 
	
	
	x
	
	
	o

	Addressing
	o
	
	
	x
	
	

	User Grouping 
	
	
	x
	
	
	o

	Application Clustering 
	
	
	x
	
	
	o

	End User/Service Registration
	
	
	x
	
	
	o

	End User/Service Identification
	
	
	x
	
	
	o

	Information Navigation and Query
	
	
	x
	
	
	o

	Auto-Discovery 
	
	
	o
	
	
	x

	Auto-Configuration
	
	
	o
	
	
	x

	Information Access Control 
	x
	
	
	o
	
	

	Information Security
	x
	
	
	o
	
	

	End-to-End Transparency
	x
	
	
	o
	
	

	Connection Configuration
	
	x
	
	
	o
	

	Routing and Forwarding Control
	x
	
	
	o
	
	

	Alternative Path Selection 
	x
	
	
	o
	
	

	Multi-homing
	x
	
	
	o
	
	

	Mobility Control 
	x
	
	
	o
	
	

	Mobility Management
	
	
	x
	
	
	o

	Traffic Measurement 
	x
	
	
	o
	
	

	Usage Parameter Control
	x
	
	
	o
	
	

	Bandwidth Assignment
	x
	
	
	o
	
	

	SLA Negotiation
	
	
	x
	
	
	o

	End-to-End QoS Provisioning 
	x
	
	
	o
	
	

	Priority Assignment
	x
	
	
	o
	
	

	Information Storage
	x
	
	
	o
	
	

	Directory Processing
	x
	
	
	o
	
	

	Segment OAM and End-to-End OAM
	x
	
	
	o
	
	

	VPN Configuration
	
	
	x
	
	
	o

	Billing and Charging Option
	
	
	x
	
	
	o

	Client/Server Management
	
	
	x
	
	
	o

	Agent Management
	
	
	x
	
	
	o



7.2 Naming and Addressing Capability 

While most end users assume to move continuously, their address may be manageable and controllable at any time. If the end user is continuously moving, it may frequently bring the binding procedure between permanent address (that is home address) and temporary address (that is care-of-address). The temporary care-of-address may be used to identify the visiting location and it is not the same role with fixed home address. It notes that the home address looks like a kind of name such as the existing telephone number.

To support the manageable IP network, the existing Domain Name Service (DNS) functions based on IP address would be extended. Also, the other addressing scheme should be applicable to support the DNS structure. The real-time translation or mapping between the address and domain name server are required to support mobility. The following requirements for naming and addressing are necessary to support the customer manageable IP based services.
· Internet user and terminal identification by number and its naming service

Internet users and terminals can get their address by using name, keyword, number and/or their combinations. Multiple addresses and names for an individual user or a group of users could be possible.
· Granularity of addressing and naming structure 

The scalability and granularity on name service could be easily done by the extension of the DNS structure. The DNS mechanism can scale well if the name space is properly assigned for the topology. The naming and addressing for a group of users are also applicable.
· Dynamic update and automatic configuration of name service database

When the IP domain name is changed, it should be able to dynamically check and update its address information in the name service database. The IP clients learn the changed address information dynamically from a name service database. Also, the temporary inconsistency in the information of name service database should be tolerated. The identification information of end user is stored and processed at the relevant location inside the network.
· Selection of naming and addressing types

The users can select one of the various address structure according to network types (e.g., E.164, IPv4, or IPv6, etc.) Depending on their applications, various naming structures can be selected such as DNS, URL, XML, etc.

· Scope of naming and addressing domain including private address
The users can choose the coverage of their names and addresses. Some naming and addressing structure can be used only for intra-domain, regional domain, or specific VPN domains. For example, some organizations can use their own naming and addressing schemes at the geographically distributed location. The specific naming or addressing could be chosen to configure their own network domain such as private intra-network or global VPN. The translations between the private naming/addressing and the global naming/addressing are needed for the end-to-end connectivity.
· Support addressing or naming for unicast, multicast, and broadcast

· Unicast addressing or naming:  It is used to communicate with a single receiver. It requires a mechanism for mapping this address onto the location and the name of receiver.
· Multicast Addressing: It is used to communicate with a group of receivers. It requires a mechanism for mapping this address onto the location and the name of multiple receivers.
· Broadcast Addressing: It is used to communicate with all receivers. It requires a mechanism for mapping this address onto the location and the name of all receivers.
In the customer IP network, the name information could be delivered through the IP DNS mechanism. The customers get the name of destinations from the name servers. During the naming and addressing procedure, the name information could be manageable and transferred by user.
7.3 User Grouping and Application Clustering Capability


User grouping capability is mainly used for multicast and VPN service. The customer manageable network requires the proper registration and membership distribution mechanism for user grouping. The flexible grouping mechanism is also used for controlling a number of user groups. Therefore, to give the manageability in the network, a customer can have a right to select, join and leave a group. 
Clustering is the common term for distributing a service over a number of servers in order to increase fault tolerance or to support load sharing larger than a single server is able to handle. It is often used for large scale and mission critical applications where there can be no downtime. The application clustering mechanism can be applied to efficiently manage the future very large scale network.

In the customer manageable IP network, application clustering capability is a method of turning multiple computer servers into a cluster. Each of the servers maintains the same information and they perform administrative tasks such as load balancing, determining node failures, and assigning failover duty.
7.4 End User/Service Registration and Identification Capability

(to be included)

7.5 Information Navigation and Query Capability

All the information and applications stored in the network should be addressed and managed by their name and keyword. To handle large volumes of the storage information, it may be searched and sorted with relevant directory concept. The end user and application can be queried by name.
In the future IP network, all the information’s are available in digital form, which can be used to describe various types of multimedia information. This description (i.e. the combination of descriptors and description schemes) shall be associated with the content itself, to allow fast and efficient searching for material of a user’s interest.  


For information navigation and query capability, it specifies a standard set of descriptors that describe various types of multimedia information and identify its contents. The “information material” may include textual data, still pictures, graphics, 3D models, audio, speech, video, and information’s combined in a multimedia presentation. The description of “information material” provides the means to encode audio-visual material as objects having certain relations in time (synchronization) and space (on the screen for video, or in the room for audio). The different granularity of its descriptions could offer the possibility to have different levels of discrimination. Because the descriptive features must be meaningful in the context of the application, they will be different for different user domains and different applications. This implies that the same material can be described using different types of features, tuned to the area of application. To get the relevant information descriptions on the customer manageable IP network, it may also be required to include the following information.

· The form  

An example of the form is the coding scheme used or the overall data size.

· Conditions for accessing the material  

This could include copyright information, and price. 

· Classification  

This could include parental rating, and content classification into a number of pre-defined categories. 

· Links to other relevant material  

The information may help the user speeding up the search. 

· The context  

In the case of recorded non-fiction content, it is very important to know the occasion of the recording. 

In many cases, it will be desirable to use textual information for the descriptions. The usefulness of the descriptions is as independent from the language area as possible. While the users get the relevant information’s from some interfaces, they may use the searching tools to acquire the identification and access code.  (e.g., menu selection, directory service, or search engine, etc.) To help information acquisition, it requires short descriptions for raw information contents. In principle, any type of information materials may be retrieved by means of any type of query material. This means, for example, that video material may be queried using video, music, speech, and text, etc. The indexing information will have to be structured, e.g. in a hierarchical or associative way. The search engine to match the query data and the information description may be needed. A few query examples are as follows.

· Text 

Describe the object with the textual information and get a list of keyword pieces containing or matching the content description 

· Music 

Play a few notes on a keyboard and get in return a list of musical pieces containing (or close to) the required tune or images somehow matching the notes, e.g. in terms of emotions. 

· Graphics 

Draw a few lines on a screen and get in return a set of images containing similar graphics, logos, and ideograms, etc. 

· Image 

Define objects, including color patches or textures and get in return examples among which you select the interesting objects to compose your image. 

· Movement 

On a given set of objects, describe movements and relations between objects and get in return a list of animations fulfilling the described temporal and spatial relations.  

· Scenario 

On a given content, describe actions and get a list of scenarios where similar actions happen. 

· Voice  

For example, using an excerpt of customer’s voice, and getting a list of customer’s records, video clips where user is singing or video clips where customer is present. 

In addition, while the users send specific information materials, it may check the other side being ready. To help information acquisition, the information processing and storage platform may be needed (e.g., servers for messaging, retrieval, and distribution, etc.)
7.6 Auto-Discovery and Auto-Configuration Capability


Auto-discovery and auto-configuration capability is one of the key technologies that enable the customer manageable IP network to be quickly customized to the environments that they are intended to manage. In order to deploy new services at a rapid pace, it is essential that the discovery methodologies be implemented in an extensible manner, so that new discovery capabilities can be incrementally added to the manageable IP network. 

The customer manageable IP network should support an auto-discovery capability that dynamically conveys location information between customer and provider. This capability can be used for other purposes, primarily for service scalability. The advantages of these capabilities are as follows.

· Reduce downtime by eliminating the process of identifying the IP address and manually adding it in the replacement unit.

· Increase safety in the automation system by eliminating the potential for erroneous IP configurations.

· Increase security by monitoring all devices on the network that are making new IP address requests.
· Reduce the added costs in both equipment and support. Eliminating the complexity from modification of switch configuration firmware and/or hardware. 

The customer manageable requirements on auto-discovery and auto-configuration are summarized below.
· Automatic host configuration 
The automatic host configuration includes the ability to configure the essential parameters of host including address. 

· Service discovery 
It includes the ability of clients to discover services without the need for prior configuration or any "service discovery" servers being present. Queries are sent via multicast by clients to discover servers on the network. 

· Multicast domain name to address resolution
It is to be able to resolve domain names using multicast in the absence of a DNS server. In order to support this requirement, an IP host will also have to listen for such requests and respond when the request corresponds to the host's own name. 

· Automatic multicast address allocation 
It allows an end user to obtain an address allocation for a multicast group for the user own purposes.

· Transition to secure operation 

Security configuration constitutes a transition from auto-configuration operation. It is such a vital transition that it must be worked out in detail, so that every protocol in the auto-configuration profile will have a "required to implement" security configuration component.
7.7 Information Access Control and Security Capability

The users may at times take unforeseen network paths with unknown or unpredictable security characteristics. For securing data traffic, it should construct a secure channel to their home networks. It provides the access control technique and cryptographic techniques during registration and activation time. The IP based virtual private network service is mandatory to provide the security with appropriate policy. The set of administrative policy determine both connectivity and quality-of-service for the VPN customers. 
The packet filtering capability can provide reasonable protection and access control at the user network interface. It will be applied to various gateway routers or intermediate network equipments between end users and network. The packet filtering and security functions can be combined with specific protocols like SIP, H.323, ftp, or Email, etc. 
7.8 End-to-End Transparency Capability

One of the critical requirements for future network is seamless connectivity during away from original location with the relevant terminal equipments and applications. Also, the end-to-end transparency and previous QoS are maintained during handover. The future network provider should support the below three transparencies of location, network and protocol. The transparencies are essential for applications to be developed and do service in independence from the supporting infrastructure. 
· Location transparency
With distributed computing technology, third party service providers can access from anywhere regardless of the actual physical location of such server.
· Network transparency
The application server executes the corresponding control process independent of the type of the specific network of the terminal user. So the server can neglect the technical features of the target network.
· Protocol transparency
It achieves by providing standardized protocol interface, realizing independent service control process, shielding complex network technical details to the service provision platform, and opening the communication network interfaces.
The existing IP network could not support network transparency due to firewall, network address translation (NAT) and so forth. To support the customer manageable IP network, these three transparencies would be manageable by customer. If the customer wants end-to-end transparency, network providers could check whether they could support the end-to-end transparency. The network provider will restrict other functions such as NAT or disguised traffics which can hurt the transparency. It should be verified which functions disrupt location, network and protocol transparency. The customer could want some sets of transparency instead of the whole transparency.  In this case, the network provider will restrict the functions to damage transparency.
7.9 Connection Configuration Capability

 The connection configuration specifies who communicates with whom (can be End User, Information Service Brokerage, and Information Brokerage, etc.) and does not say how the U-plane information is supported. Entities (e.g. sets of users, object entities, and set of processors, etc.) geographically distributed across an open communications environment can communicate with one another in multiple connections. 
There are basic three connection configurations such as point-to-point, multicast and broadcast. Multicast and broadcast are point-to-multipoint (P2MP or one-to-many) connections. Point-to-point connection may provide unidirectional and bidirectional symmetric and asymmetric connection. This connection is one-to-one relationship during a session. This is manageable to configure.

· Point-to-point connection can be established, modified, or released by two user’s request.
· Point-to-point connection can be established with unicast addressing/naming capability. 

In the point-to-multipoint connection, there are two types of connection configuration. One is broadcast that is connection mechanism to communicate with all entities of network. The other is multicast that is connection mechanism to communicate with selected multiple entities of network. Broadcast connection may provide unidirectional communication between one user and the others. This connection is the one-to-many (all) relationship continues during a session. In this connection, one user is root and the others are leaves that are all users in network. Sending the broadcast everywhere is a significant usage of network resources if only a small group actually needed to see the packets. 
· Broadcast connection can be established, or released in one of the following ways: 

· The root may request the action; or

· Each leaf may request the action and individually define the full configurations.

· Broadcast connection can be established with broadcast addressing/naming capability
· Broadcast connection can use broadcast routing capability. 

When sending data to the specific multiple entities, point-to-point connection wastes bandwidth by sending multiple copies of the data. Broadcast connection wastes bandwidth by sending the data to the whole network whether the traffic is wanted or not. Both of these methods waste network bandwidth. Multicast takes the strengths of both of these approaches and avoids their weaknesses. Multicast sends a single copy of the data to those clients who request it. Multiple copies of data are not sent across the network, nor are data sent to clients who do not want it. Multicast allows the deployment of multimedia applications on the network while minimizing their demand for bandwidth.
Multicast connection may provide unidirectional connection between one user and other users. This connection is the one-to-many relationship continues for duration of a session. In this connection, one user is root and other users are leaves that are not all users in network. The root can send one copy of each packet and address it to the group of leaves that want to receive it.
· Multicast connection can be established, modified or released in one of the following ways: 

· The root may request the action; or

· Each leaf may request the action and individually define the full configurations.

· Each leaf may individually request to be added to (or deleted from) the configuration independent of the other leaves;

· An external user may request the action

· Multicast connection can be established with multicast addressing/naming capability

· Multicast connection can use broadcast routing capability. 

· Multicast connection can use Dynamic registration capability 

· There must be a mechanism for the user to communicate to the network that it is a member of a particular group. Without this ability, the network cannot know which networks need to receive traffic for each group.

These three simple connection paradigms point-to-point, multicast and broadcast the basic building blocks through which complex communication topologies (e.g. many-to-many) between multiple entities can be established.

7.10 Routing and Forwarding Control Capability

The proper routing paths between the source and the destination could be decided according to traffic contract and overall network traffic condition. The routing path could be also taken by the end user with relevant routing policy. The routing paths between the source and the destination are decided by the IP router/switch. For the connectionless transfer, the IP router/switch forwards the IP messages to take a proper routing link with their specific QoS levels. 

 Otherwise, the switching elements use the routing principle based on IP addresses. They provide the relevant virtual circuits between source and destination both in the connectionless or the connection-oriented transfer mode. In this case, they may not need the address resolution for the destination IP addresses.


In general, the routing algorithm could be classified according to routing decision process, in which they are applicable on end-to-end or hop-by-hop virtual connections, a single stream, a block of message streams (that is called as a flow), or a session-initiated message streams. For network scalability and robustness, some combinations of routing decision processes may be used for the specific virtual circuits or message flows. When messages streams from different sources are merged into a single virtual circuit, the separate routing algorithms could be applied on individual message streams. 


For the connection-oriented transfer mode, the end-to-end virtual connections are established with static or dynamic routing algorithm. The routing paths are decided by the pairs of source and destination addresses. The virtual circuit-based routing mechanism may be used to deliver the large volume of message traffic. The flow labelling technique could be used to speed up routing and forwarding, in which an index number of flow label is associated with a corresponding pair between source and destination addresses. In addition, the flow labelling technique could be utilized to provide the differentiated services with priority class or security level.


For the connectionless transfer mode, the routing algorithm may not perform on end-to-end virtual connection. In this case, the routing path may be decided on each individual physical segment between source and destination nodes. The different routing algorithms may perform on a single-shot message, a block of message streams, or session-initiated message streams according to specific classes of services. The packet-by-packet routing or flow-based routing algorithm could be applicable to deliver the connectionless IP messages. It may be effective for the short-lived messages or the session-initiated transaction messages. But, the proper mechanisms are needed to prevent the loops and keep message sequence integrity. These problems may be solved by the combinations with virtual circuit-based routing algorithm.



In addition, it is to support robust and efficient operation in mobile IP networks by incorporating routing functionality into mobile IP hosts. Such networks with IP mobility are envisioned to have dynamic, sometimes rapidly changing topologies. 
The following routing requirements are necessary to support the IP services.

· Capability to support the QoS assured path

In case of static routing, the proper routing path able to support QoS should be chosen. In dynamic routing, the QoS specific routing path should be provided according to network load condition and performance parameters. Depending on the routing and scheduling mechanism, user quality-of-service levels may be interpreted into a set of several class-of-services (COS). 
In the customer manageable IP network, new user and devices must be configured according to service templates defined by the service provider and such a service is quite repetitive. The C-plane/M-plane could centralize such a process to guarantee coherence of parameters and accelerate deployment by automating U-plane configuration. As QoS assured path configuration and topology highly depends on the user's organization, provisioning templates have to apply to the user's specific requirements (mobility, VPN, security policy, QoS). The U-plane could rely on centralized information and service to get all needed parameters for optimal adaptation of templates to specific needs. It could even assure some path optimization in routing tables.

Such a system may increase the network reactivity in case of failure or policy violation. It can reduce provisioning delay in case of current path configuration requested by the user (add, modify, delete), which can be a very heavy task in terms of routing tables update.

·  Capability to provide alternate path

To cope with a failure of routing path, the alternate routing paths should be provided. It is done by the pre-assigned routing table or dynamic algorithm for path calculation.
· Capability to exchange routing information for internetworking situations
In the internetworking situations, the routing information could be exchanged through the relevant interfaces with QoS parameters and connection mode. 
In a multi-domain environment, the end-to-end QoS depends on the QoS provided by each domain. In case of a QoS assured path across two domains, QoS provisioning may reach its limit and such a problem seems difficult to solve. A user should be able to negotiate the performance characteristics of one ore more flows between users in the NGN network to support a various QoS requirements. A network provider may provide the network information such as QoS parameter and connection configuration to users and other network provider.
· Capability to provide IP mobility

When the Internet user and terminal are in motion, the proper routing mechanism should be provided to select the optimal path.

· Capability to support the virtual private network
The private networks may have their own private IP addresses, which are not used for the global routing in the public network. It has to transport the IP messages with private IP address transparently without header processing. 
· Capability to support scalable routing

The amount of routing and/or scheduling state in IP network elements must be independent of the total number of paths supported by a service provider and of the number of users. A trade-off introducing a limited amount of routing and/or scheduling state in IP network elements could be considered in order to provide additional capabilities. The routing and scheduling state are dependent on the network provider policy.
· Capability to support flow forwarding

SLS parameters should be specified to enable the user, service provider to support the defined NGN SLS types. The correlated set of packets is denoted as flow. The means by which packets are correlated to be part of a flow are described in the “Flow Descriptor” such as MPLS Label. The service to be guaranteed to the flow over the manageable IP network is bound by the scope of the service, indicating the set of ingress and egress interfaces between which the forwarding properties are to be guaranteed. In order to achieve the guaranteed forwarding properties, the flow should adhere to traffic conformance parameters. Conforming traffic will receive performance guarantees as contracted. Traffic exceeding the traffic conformance test will receive an excess treatment. The forwarding service can further be associated with service priority, and service reliability parameters.
· Capability to support broadcast routing

The network is able to copy packet that allow sources to send packets to all receivers in network. A primary goal of copy is to ensure that each packet exists only one time on any given network (that is, if there are receivers on a given network, there should only be one copy of the packets on that network). If this connection is used, the network must either stop broadcasts at the given network boundary (a technique that is frequently used to prevent broadcast storms) or send the broadcast everywhere.
· Capability to support multicast routing

The network is able to build packet distribution trees that allow sources to send packets to all receivers. A primary goal of these packet distribution trees is to ensure that each packet exists only one time on any given network (that is, if there are multiple receivers on a given branch, there should only be one copy of the packets on that branch). The multicast tree is built by network according to network multicast policy that is determined by network provider.
7.11 Alternative Path Selection and Multi-homing Capability


To deliver reliable service and to give high performance, network user can require a set of procedures to provide protection of the traffic carried on different paths and to support selection its physical/logical interface. To support these requirements, an alternative path selection capability and multi-homing capability is needed. An alternative path selection which chooses a path among alternative paths between each pair of nodes and multi-homing is to choose the suitable interface to its service and network environment features.
Alternative path selection has to consider the guarantee of seamless service by avoiding service degrading when network fault occur. There are two kinds of alternative path selection. The one is the selection of the backup path for data transfer path and the other is the selection of an alternative path among several paths. The former mechanism is basic and mandatory function to support reliable data transfer. The path discovery and selection algorithm gives user an alternative path. Then, the traffic will be redirected to the selected alternative path without disruption of services (using the principle of make-before-break). The manageable IP network maintains in its route information the same original path, and proceeds to setup the alternative path. The latter mechanism is optional function to provide a better alternative path. The path discovery and selection algorithm can give user new alternative path. The criteria for considering a path “better” may be based on the length of the path and other QoS parameters. The manageable IP network maintains its route information the same preplanned alternative path and proceeds to setup the backward path for the new protected path. 
There are following requirements to support alternative path selection capability. 
· Alternative path discovery

Alternative path discovery mechanism discovers another route from source to destination that is different with original route considering required QoS. The alternative path is provided by the network provider policy to several network entities such as user, network equipment, and service provider, etc.

· Alternative path comparing (optional)

When discovering various alternative paths by network provider, user can determine what the best selected path is. 
· Fault detection

When a fault occurs, user recognizes it and starts to switch traffic to the alternative path. Network provider must furnish network information to user in order to notice network error.
· Change path from original path to alternative path

When network detects fault within path, user changes path to backup path. That is based on network routing policy, administration considerations and traffic requirements on the working path.
There are some advantages by providing multi-homing capability. The first advantage is redundancy. This is similar to alternative path effect. Network entities such as user, host, router, and subnet should be able to insulate it from certain failure modes within one or more network providers. The multi-homing architecture should accommodate continuity of connectivity during the following failures: 
· physical failure such as a physical link damage, 
· router failure, 
· logical link failure such as a misbehaving router interface, 
· routing protocol failure such as a BGP peer reset, 
· transit provider failure such as a backbone-wide IGP failure,
· exchange failure such as a BGP reset on an inter-provider peering.

The other advantage is to support better performance. By multi-homing, a network entity should be able to protect itself from performance difficulties directly between the entity's transit providers. The process by which this is achieved should be a manual one. The multi-homing provides the multiple interfaces that are connected to different network. In user case, network means the network provider. With two or more interface, network entity can communicate to distribute the traffic.
There are three kinds of multi-homing. The first multi-homing is to support multiple logical networks to user or network provider. Each network would have a single unique logical network. However, network managers operate a network with several logical networks per one physical network. If a user connected to such a network wants to handle traffic differently for each of different logical networks, then the user will have multiple logical network interfaces.
The second multi-homing is to support the multiple logical nodes to user and router. When a node has multiple logical addresses with same network address, this node can operate like multiple "logical nodes.” Each logical address might use one physical interface or might use different physical interfaces in the same network. 
The last multi-homing is to support simple multi-homing. This is original multi-homing concept. Every logical interface is mapped to a different physical interface and each physical interface is connected to a different physical network. A host with gateway functionality will typically fall into the simple multi-homing case. This case presents the most difficult routing problems. The choice of interface (i.e., the choice of first-hop network) may significantly affect performance or even reachability of remote parts of the Internet. 

There are requirements related to multi-homing: 
· Interface selection
Network entity that has the multi-homing capability contains multiple physical/logical interfaces. When sending traffic, it must decide one interface that can be primary interface or unique interface to communicate. Even though entity does not hope to select every tries, default interface must be selected by entity manager. An entity may choose to multi-homed interface for a variety of policy reasons. A new IPv6 multihoming should provide support for site-multihoming for external policy reasons.
· Manage the multiple interface information

Network entity must have the knowledge about its interfaces and all information related with interfaces such as physical address, logical address and name, connection configurations of each interface. Based on this information, network entity can provide multi-homing advantages to each traffic connection. 

· Load distribution

In multi-homing situation, network entity has several interfaces. When communicating, it can send traffic or receive traffic with only one interface. If it communicates with more than one interface, it achieves better performance but this mechanism requires more complex algorithm such as receiving traffic ordering, proper traffic distributing to multiple interface and managing multiple connection configuration.
7.12 Mobility Control and Management Capability

While most end users assume to move continuously, their address may be manageable and controllable at any time. Furthermore, hosts for the users need to be reachable in order to allow peer-to-peer communication for future applications. For customer manageable IP network, the following requirements are concerned.

· Seamless handover: It is important to ensure that connections will not break when a host changes location-just as phone calls are not immediately dropped when users move around with their mobile phones.

· Reachability: It is to be as important as any other aspect of mobility. Most users would likely find reachability crucial. After all, there is generally little point in allowing a device to be mobile if no one can reach it. Based on the DNS operation, stable addresses are required in order to allow hosts to be reachable.

· Support of roaming between different networks, independently of the different types of access networks and the different network providers.

· Resource availability: Even though a user enters into any other region with ongoing service, the service should be continued with the same quality as the initially negotiated quality. For this, there should be available resources in the visited region.

· Keeping AAA: After movement, the existing authentication, authorization, and accounting capabilities should be kept.

The efficient mobility management procedures should be developed in a combination with security procedure, but keeping the end-to-end transparency. 
The users and terminals in mobility should be able to dynamically update their location database. It is continuously checked by the mobility database. The mobility may be one of key features toward the universal personal telecommunication. It establishes the mechanisms that enable a mobile host to maintain and use the same IP address as it changes its point of attachment to the network. It has the relevant registration protocol to authenticate the mobile IP nodes and users. The location resolution procedures are required while the IP users or terminals are in motion. For the seamless connection, the handover procedure is also requested. To support mobility, following capabilities are necessary.
· Capability to allow a mobile node to be reachable by having a permanent address.

· Address management function
· Registration function
· Capability to know where a mobile node is

· Network information advertising/detecting function

· Registration function
· Paging function
· Seamless handover capability

· Regional mobility management function

· Multicast function
· Capability to provision proper resources for supporting mobility

· Capability to support inter-domain mobility

· Capability to find optimized route according to the mobility

· Capability to support commonly used Authentication, Authorization and Accounting (AAA), and security schemes according to the mobility
7.13 Traffic Measurement and Usage Parameter Control Capability


UPC is the set of actions the network take to monitor and control traffic. This includes the validity of the connection. The operation of the UPC shall not violate the QoS objectives of a compliant connection. However the excessive policing actions on a compliant connection are part of the overall network performance degradation and so safety margins should be engineered to limit the effect of the UPC. 
Flow control of UPC will guarantee that sources behave as agreed upon during the call setup phase, after a call is accepted and make a decision to penalize or not penalize a cell, traffic or connection when its arrival triggers an overflow. It takes actions if a source does not obey its contract such as tagging or discarding. Violation of its contract takes place when there are malfunctioning equipment, malicious users or delay jitter.

The future IP network has to support directly traffic measurement and usage parameter control functions. To support the manageable IP network, a user can negotiate parameters for UPC with a network provider for QoS which he will get serviced. The user can control the based on these UPC parameters. 
When considering manageability of IP networks, a flow is defined as a unidirectional sequence of packets with some common properties that pass through a network device. A flow is defined as a unidirectional sequence of packets with some common properties that pass through a network device. NetFlow describes to provide access to observations of IP packet flows in a flexible and extensible manner [25].
(Editor Note) The above text relating to NetFlow should be reviewed based on output from the IPFIX working group of the IETF.
7.14 Bandwidth Assignment and SLA Negotiation Capability

Future IP network would be manageable and reliable and seamless network to satisfy the negotiated SLAs. In addition, end users may choose their service profiles and performance characteristics. In the scalability point of views, the future IP network should be manageable from the home domain to the global area.

The network provider must negotiate and agree with the customer technical details of specific instances of the service product offered. The QoS parameters and limits may be the same as those offered in the standard template or customized to a specific service instance.  There are always two SLA, one for each direction. The contracted values might be different the analytical computation of the QoS metric in an IP based network is extremely complex. The SLA specification requires extensive testing of the available infrastructure. Usually only upper bounds of QoS parameter ranges can be specified.
The future manageable IP network will provide the customer services as SLA says. The customer could negotiate SLA with the network provider dynamically in online. He chooses categories and items of SLA and makes a contract about them with the network provider. The network provider will give the customer services which are described in SLA. The customer could change SLA as possible as the network provider could support.

7.15 End-to-End QoS Provisioning and Priority Assignment Capability


Future network environments promise new capabilities for problem solving and effective distance collaboration. In order for these applications to work to the satisfaction of their users they need performance guarantees for the resources they use. The end-to-end QoS provisioning is required for many applications, such as real-time audio streaming application, namely the upper bound for packet loss and the maximum transmission delay. 

The customer manageable IP network will allow the customer select end-to-end QoS for his purpose. The network provider should guarantee end-to-end QoS as it makes contract with the customer in SLA. 
7.16 Information Storage and Directory Processing Capability


Networks generate a large amount of information to lists of servers, to email addresses and public encryption keys. Compiling and managing this information by hand looks impossible. Directory processing plays an important role in providing information access across networks or around the world. It is involved with many directory operations that require access to information such as customer preferences, patient information, student records and public records. 
From a service provider’s perspective, it requires the capability to manage both user profiles (e.g., phone number or address, subscribed service lists) and network/service profiles (e.g., network configuration, topology, and server lists). If a service provider may grant user the capability to manage the user profile, user can manage the personal information like password, friends’ address lists.
The services layer at the NGN architecture may provide information storage services for clients. Grid networks are one popular application environment which can provide these services in a secure, flexible, dynamic way [30].
7.17 Segment OAM and End-to-End OAM Capability


As network converges onto an IP-based infrastructure, the requirement for both segment and end to end OAM capability becomes more pivotal in order to maintain Service Level Agreement contracts.  An Interworking Label Switched Path (LSP) is an MPLS LSP augmented with adaptation information to permit the essential attributes of a service (such as T1 leased line, ATM, or Frame Relay) to be emulated over a packet switched network [22].

The required functions of Interworking LSPs include encapsulating service-specific bit-streams, cells or PDUs arriving at an ingress port, and carrying them across a path or tunnel. In some cases it is necessary to perform other operation such as managing their timing and order, to emulate the behavior and characteristics of the service to the required degree of faithfulness.

To construct segment and end to end OAM flows from the perspective of an end system, the MPLS OAM (Y.1711) and MPLS Ping/Trace define OAM mechanisms for the MPLS network. 
7.18 Virtual Private Network Configuration Capability

(to be included)

The VPN can be overlapped for multiple dimensioned service provider networks. In these multiple dimensioned network environments, it requires VPN service dependent routing and forwarding. For the customer manageable IP networks, it requires the policy based control functions to provide VPN overlapping functions individually and dynamically. As shown in Figure 3/NGN-CMIP, VPN 1 has multiple sub-VPNs for voice, on-demand streaming data, and secure information, etc. The sub-VPNs can be interconnected through different Service Provider Network according to the required QoS and service features. The resource virtualization and virtual networking functions take an important role with policy-based control function to support VPN service requirements.
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FIGURE 3/Y.NGN-CMIP 

Example in Provisioning of Multiple Dimensioned Service Provider Networking for sub-VPNs

In order to provide service dependent routing/forwarding features for VPN, the customer manageable IP network will provide virtual networking and resource virtualization functions. Particularly for IPv6 VPNs, the following functions are provided as shown in FIGURE 4/Y.NGN-CMIP.

· The Provider routers (P) are VPN unaware – scalable

· Routing for each VPN is the same as regular network routing

· The choice of the backbone protocols is not constrained by the VPNs and vise versa

· No protocol modifications in Manageable backbone network needed

· Deployment will not impact normal operation of the provider network

· Establishment and reconfigure can use directory based tool and auto discovery (no manual) configuration is provided.

For more versatile QoS satisfaction of VPN, resource virtualization function is needed to virtual networking function to accommodate VPN service features efficiently in Manageable IP network. 
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FIGURE 4/Y.NGN-CMIP 

The Example of Target Route Finding Procedure in IPv6 VPN over MPLS Network

To provide intelligent and dynamical configuration to VPNs, the customer manageable IP network provides the following issues.

· For dynamic re-configuration on VPN node, intelligent features will be necessary to select tunnel(s) for each end system that has to be connected to the VPN. For example, the particular mesh configuration connects all hosts in order to satisfy security and reliability performances.
· The firewall policies can be chosen to ensure a high degree of security which controls incoming/outgoing un-authorized packets.
· The QoS-capable VPNs is important to provide a tailored communications services that could be differentiated in terms of performance, monitoring and accounting, security and privacy. As an example, ingress node in manageable IP network performs the aggregate flow scheduling based on multiple individual flows for VPN channels.
· The hierarchical mobility management (e.g., micro/macro mobility) can be necessary for provision of mobility among VPN groups.
· The ingress nodes of VPN provide to dynamically configure filtering rules with a level of granularity ranging from a single node to entire VPNs. This is perhaps the appealing feature of VPNs. It is possible to specify which packets may be sent and received at the virtual channel of VPNs. 
7.19 Billing and Charging Capability

If it applies the relevant traffic control and management functions to some user services and applications, it may need to be charged with relevant service level agreements (SLAs). To measure the effects of traffic control, traffic monitoring functions may be needed. In addition, the mechanism for advice of charge may be needed at audio/video applications.

The billing and charging capabilities are based on collections of the charging parameters. The following charging parameters could be considered.
· Connection mode

· Connection establish and release time

· QoS class and priority
· Traffic parameters including constant bit rate (CBR) and variable bit rate (VBR)
· Connection detail records (CDR) including number of packets to be delivered, tagged, and discarded
For end user manageability, some charging parameters could be selected during the SLA negotiation time. 
7.20 Client/Server Management and Agent Management Capability


The services layer may offer services which aid in managing relations between application clients, servers, and agents. Grid networks are one popular application environment which can provide these services in a secure, flexible, dynamic way [30].
The fast growth of network, service and content providers has led to a complex service delivery environment. Therefore, Client/Agent/Server management is required among service providers to support the scalable and efficient deployment of services in this environment and customers to get various services more easily. The foundations of the Client/Agent/Server management are inspired in two main models: TINA-C business model and the FIPA model for network management and provisioning. To support the Client/Agent/Server management, the next service could be supported in the future network

· A Service portal that acts as a broker for services and is able to manage the complex service provider relationships that will be prevalent in next-generation networks. It further mediates between end-users and the other service providers in the service supply chain in order to hide the complexities of configuring and accessing services.

· Separation of service control from service transport, allowing the control of multiple and heterogeneous networks using a common control plane and providing a path to simpler and cheaper network devices. This also enables the future open network marketplace with multiple network providers offering their transport service to the end-user.

· Support of multiple network technologies is also achieved by abstracting the service QoS requirements from the underlying technology. Network providers can offer their transport service and prices to the Service Portal in such a way that users can select the most appropriate option at any point in time.

· A scaleable and flexible architecture, enabling both service and network plug and play, i.e. new service and network providers can be dynamically registered through agent collaboration. In addition, service providers can also introduce new services at run-time and their agents will advertise the real-time availability of each service to the Service Portal.

· User mobility (user plug and play), i.e. users can access the system from multiple CPEs because CPE agents will collaborate with the Service Portal agent in order to provide location information on the user.

· Relatively simple distributed software entities (that we call agents) are able to cooperate to implement the complex trading model of the service supply chain
The customer manageable IP network will allow customers to get client/agent/server management if the customers want. There could be two kinds of customers, service provider and service client. If the service provider wants agent management for clients in the customer manageable IP network, the network supports agents of the service provider for clients. These agents are located properly over the network and they look and act like the service provider to clients. If the service client wants agent management, the network substitutes the client to do jobs as an agent. The agent will act as a server of a service provider to a client of a service customer and vice versa in same time. Clients will stop the agent of the network when they finish their jobs.

8. Service Procedures and Applications Scenarios
In this section, the protocol procedures for customer manageable IP services and applications are described. The applicable scenarios of manageable IP service can be given as follows, but their lists are not exhausted.
· manageable naming and addressing services

· manageable access control and security services

· manageable QoS services
· manageable mobile IP services
(Editor notes)For each scenario, it requests to describe the relevant protocol procedure how the end users can control the network resources for their applications. It can be shown by the protocol procedures with horizontal views how to handle the associated resources for the customer manageable applications.
8.1 Manageable Naming and Addressing Services

(to be included)

(Editor note) The following service procedures need to be considered.
· name registration and update procedure 
· only for local area, organizations or VPN groups
· available for regional national, or international area

· name filtering or processing procedure 

· access filtering with relevant authentication
· temporary access blocking for test or internal operation
· forwarding, processing, modifying, and replacing the name

· Binding the name with relevant applications (e.g., multicast, security, etc.)  
· binding the name with SLA including QoS and billing
· name query and advertisement procedure

· based on the distributed name database with security
· By binding the DNS structure, etc.
(Editor Note)  It requests to insert the figures which show the service procedure by using protocol reference model and indicate the resource usages during the JRG on NGN meeting. 
8.2 Manageable Access Control and Security Services


(Editor note) it requests to develop the relevant protocol procedure and application scenarios.

8.3 Manageable QoS Services

(to be included)

(Editor Note) It requests to show the example scenario of User-controlled bandwidth management. 
(Editor Note) This figure is extracted from NTT contribution at last Feb. SG13 meeting. It can give some relevant information in order to develop the relevant manageable QoS service scenario during the JRG on NGN meeting.
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8.4 Manageable Mobile IP Services

 
(Editor note) it requests to develop the relevant protocol procedure and application scenarios.

9.  Other Aspects

(to be included)

10. Security Considerations


(Editor note) The following texts should be revised in order not to duplicate other Recommendation.
Until now, it has become evident that security is a major element that should be considered for most applications. The Internet is becoming more popular in using many applications, such as business transactions, banking, government departments, and so on. The proliferation of such applications and many others has raised the need for more security, and that point should be adopted in the Manageable IP network. Within the context of computer networking, security is the science of protecting information and devices on a network from being misused by unauthorized users. This includes disclosure, modification, and destruction of information as well as unauthorized use of network resources, such as denying service to legitimate users. So, for a secure use of manageable IP, the following items need to be considered.
· Authentication: This is a function to verify claimed identity.

· Authorization: a certain action can be serviced with allowed person after authentication. This ensures that only authorized person or device can be allowed access to network elements, services and applications, and so on. 

· Confidentiality: Data should not be transformed by unauthorized entities. That is, the data must be understood by only authorized entities.

· Integrity: Ensuring the data can not be modified in its route.

· Non-repudiation: Ensuring that the origin of the received data should not be denied by the sender.

· Communication security: This is a function to ensure that information flows only between the authorized end points.

· Availability: This is a function to ensure that there is no denial of authorized access to network elements, services, applications, and so on.

· Privacy security: This function provides data protection. Where, the data can be derived from the observation of network activities 

Some cryptographic techniques using mathematical techniques to achieve confidentiality are used for the above security aspects. Followings are the cryptographic methods.
· Encryption

· Secret key encryption

· Public key cryptography

· Establishing a security association

· Nonces and cookies

· Hash functions

· Firewalls

On the other hand, in the area of mobility, it adds inherent security risks. Manageable IP is a new concept that attempts to do something that has not been done before on the Internet. That is, changing route for transmitting data between sender and receiver brings so many different attack points other than fixed networks. To be able to use the customer manageable IP concept avoiding some or all of the security attacks associated with it, some types of threats specific to the mobility need to be identified. So, the weak points especially in supporting mobility are introduced and some requirements for reinforcement of the weak points and mobile security as followings.

· Using binding updates: The binding update may be used to redirect route from source to destination. If it is not used carefully, some detrimental results can be caused on the communications with mobility.

· Stealing data: If a rogue knows a mobile node’s permanent address, he can send a binding update to a correspondent node or a database maintaining the binding update to change route for the original mobile node’s data into his. 

· Reflection and flooding attacks: When a sender and a destination are communicating, it is perfectly acceptable that the sender sends a packet to the destination, which brings the destination to reply back to the sender. However, if the sender sends a packet to the destination that causes the destination to reply to any other person, it is called a reflection attack. In this case, the attacker can make the very another person’s link to be flooded by using the reflection attack.

· Man in the middle attacks on the binding update: This attack can be used on the communication path between two nodes by an attacker. The obvious method is to change the contents of a packet to cause some results that were not intended by the original sender of the packet. When the attacker is located on the path between a mobile and a correspondent node, he can modify the content of the binding update, possibly bringing a refection attack or hijacking of ongoing connection between the mobile and correspondent nodes.

· Attacks using packet header information: The packet includes destination information. Therefore, if an attacker is communicating with a mobile node, he may put another address in the header information field, bringing the mobile node to forward his packets to another node, which can cause reflection attack or flooding attack.

There can be many requirements on security. Among them, we first consider some points as mentioned above and introduce some securing points as followings.

· Securing communication between mobile node and correspondent node: Messages between a mobile node and a correspondent node are needed for binding cache and binding update list management especially in the mobility management. The binding update is acting as a redirection request. Therefore, it is important that a correspondent node trust the mobile node to be able to accept this request.

· Message integrity: It should be needed that an attacker can not modify the contents of the binding update message as well as the binding acknowledgment message.

· Avoiding denial of service attack: In order to avoid this attack, correspondent nodes must ensure that they do not maintain state per mobile node until the binding update is accepted. 

· Securing messages in the database for the binding update: the same attacks on the binding update to correspondent nodes are relevant when a mobile node is communicating with its binding update database as well as the database impersonation could be detrimental to the mobile and correspondent nodes. So, it is important that mobile node’s communication is secured using authentication or something like that. 

Appendix




I. An Example of functional architecture and service creation scenario for customer manageable VPN services
The VPN will be one of the most promising services in NGN according to rapid increase of VPN service demands. The framework for dynamic creation of VPN service based on intelligent/active networking will promote a variety of VPN application services. In network based on service negotiation, a node with intelligent/active features is able to represent a solution in order to manage the whole amount of different requests coming from consumers. 
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Figure I-1/Y.NGN-CMIP an example of functional architecture for customer manageable VPN services
The security is definitely one of the key issues in VPN scenario. An intelligent and active feature in VPN networking will take an important role to provide flexible means to customize services appropriately.  The intelligent/active features for security in VPNs are exploited for adaptive secure routing and service capability. The security capability of VPN is negotiated with C/M-Plane of Manageable NGN, and its service level will be assigned to VPN users.

As shown in Figure I-2/Y.NGN-CMIP, control and management functions of customer manageable NGN, a control flow between a service provision module of VPNs and C/M-Plane Module of customer manageable NGN network is established to deliver networking service capabilities from/to VPNs. The C/M-plane of customer manageable NGN will have to be characterized to provide the above networking capabilities to VPNs.

In addition to the above features, the following capabilities are characterized to provide intelligent/active VPN services in customer manageable NGN.
· Mobility

· Static/Dynamic QoS provisioning

· Resource Mediation for VPN services

· Subscriber Control on VPNs service capabilities

· Security negotiation/provisioning 

From a functional standpoint in intelligent VPN of customer manageable NGN, the VPN is as an active flow that is activated by appropriately customizing additional intelligent/active features of VPN access node. This is achieved via one underlying program and their injected programs, each associated to one of the intelligent/active VPN functions.  The activation process is appropriately parameterized with respect to the external topology, an internal topology and its routing table of VPNs (with multiple virtual routing tables).  By applying these parameters a number of different VPNs are characterized by their own topology and management strategy. 

Figure I-2/Y.NGN-CMIP indicates an example of functional architecture to implement manageable VPN.  If we consider VPNs are interconnected at different operators or ISPs in the customer manageable NGN, implementation architecture for manageable VPN may be shown in this figure. For example, the manageable VPN service needs the following threes functions of Service Mediator, SLA mediator, and Access Mediator.

· Service Mediator Function
· AAA

· Presentation

· Subscription

· SLA Mediator Function
· Dynamic negotiation and re-negotiation of the SLA

· Synchronization with other SLA Mediator 

· Communication with resource manager in customer manageable NGN

· Access Mediator Function
· AAA

· Directory transactions 

· Preference lists handling

· Service menu 

· User profile Processing

· Terminal types and mapping
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Figure I-2/Y.NGN-CMIP an example of implementation scenario for customer manageable VPN
II. Relationship between Customer Manageable Functions and Y.NGN.Management
(Editor Note) In this Appendix, the relationship between the customer manageable functions described in section 7 and Y.NGN.Management as FCAPS models will be given.
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