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1
Introduction

This draft text is the result from the drafting group for Y.NGN-FRM during the SG13 3rd JRG-Meeting. The following documents were considered as input material:

· WD87 revised Y.NGN-FRM(ex. Y.NGN-FRA) (Carried over from SG13 2004 Feb. Meeting)

· WD88 Y.FRA – Comparison of contributed functions 
· WD161 Proposal for the structure of functional architecture in Y.NGN-FRA 
· WD173 Clarification on functional architectures for NGN 
The proposal presented here represents the agreement of the drafting group with respect to 

· Simply the current version, combine the two figures about the functional architecture, compare and delete the some duplications of functional entities and to get better a structure;
· To get the agreement in principle with the basic architecture figure as the base of future study;
· Definitions of functional entities also have been reviewed based on the current materials;
· The type of information that shall be part of the individual sections of the document;
For illustration and for further discussion material from the input documents was included in the draft proposal.

· Appendix III the revised version of definitions of functional entities, the last column shows the result of the draft meeting.
· It’s agreed that to remove all the entities’ descriptions in traditional main body of Y.NGN-FRM and just leave the table in Appendix III;
There are some other issues during the discussion,

· If need to distinguish the NGN terminal and legacy terminal or not is open for future discussion;
For lake of time, no discussion about management in draft groups actually, so all entities relative with management need for future study. The lists in table just to carry some things for future. And then keep all relative Editors’ notes with one more sentence to reflect the input of WD193, liaison statement from SG4.

· Further study should consider keeping align with other architecture draft recommendations, such as QoS serials draft (e.g. Y.123.qos Y.e2eQoS) and Y.NGN-MOB etc.
Draft Recommendation Y.NGN-FRM (ex Y.NGN-FRA)

Functional Requirements and Architecture of the NGN

1
Scope

The objective of this Recommendation is to provide a common understanding of the NGN capabilities.

The functional architecture shall allow a clear distinction between definition/specification aspects of services provided by the NGN and the actual specification of network technologies used to support those services. Therefore, an implementation-independent approach is adopted. This Recommendation describes the functional and structural architecture of the Next Generation Network (NGN) using the generic definitions, symbols and abbreviations that are defined in related ITU-T Recommendations e.g., Recommendations G.805 [1] and G.809 [2]. 

Since all technologies map to one of the three modes of networking (i.e., either connection-oriented packet switched (CO-PS), connection-oriented circuit switched (CO-CS) and connectionless packet switch (CL-PS)) then this NGN Recommendation shall consider the functional architecture implications of these three modes.

2
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

[1]
ITU-T Recommendation G.805 (2000), Generic Functional Architecture of Transport Networks

[2]
ITU-T Recommendation G.809 (2003), Functional architecture of connectionless layer networks

[3]
ITU-T Recommendation Y.100 (1998), General overview of the Global Information Infrastructure standards development

[4]
ITU-T Recommendation Y.110 (1998), Global Information Infrastructure principles and framework architecture

[5]
ITU-T Recommendation Y.1001 (2000), A Framework for Convergence of Telecommunications Network and IP Network technologies

[6]
ITU-T Recommendation Y.GRM-NGN, General Reference Model for Next Generation Networks
[7]
ITU T Recommendation Q.1701 (1999), Framework for IMT-2000 networks

[8]
ITU-T Recommendation Q.1702 (2002), Long-term vision of network aspects for systems beyond IMT-2000

[9]
ITU-R Recommendation M.1645 (2003), Framework and overall objectives of the future development of IMT-2000 and systems beyond IMT-2000

[10]
ITU-T Recommendation Y.140 (2000), Global Information Infrastructure (GII): Reference points for interconnection framework

[11]
ITU-T Recommendation Q.1741.3 (2003) IMT-2000 references to release 5 of GSM evolved UMTS core network with UTRAN access network
[12]
ITU-T Recommendation M.3010 (2000), Principles for a Telecommunications management network

3
Definitions

This Recommendation defines the following terms:

Functional Entity: An entity that comprises a specific set of functions at a given location.

Functional architecture:  A set of functional entities which are used to describe the structure of a NGN. These functional entities are separated by reference points and thus they define the distribution of functions. These functional entities can be used to describe a set of reference configurations.  These reference configurations identify which of the reference points are visible at boundaries of equipment implementations and between administrative domains. 

Reference point:  A conceptual point at the conjunction of two non-overlapping functional entities that can be used to identify the type of information passing between these functional entities. A reference point may or may not correspond to one or more physical interfaces between pieces of equipment.

4
Abbreviations

This Recommendation uses the following abbreviations.

NGN
Next Generation Network
MGF


Media Gateway Function

STGF


Signalling Transport Gateway Function

MGCF


Media Gateway Control Function

PGCF


Packet Gateway Control Function

DB


Database

IP


Internet Protocol

MM


Multimedia

IMS


IP Multimedia Subsystem

CDR

Call Data Record
5
General Principle of NGN Functional architecture
Editor’s notes: This section should provide the basic guidelines used for design and interpretation of the functional architectures, some material may be considered from D 557, D 444 and TD 33 (WP 2/13).

From D 557

Functions appearing in the figure may be distributed over various physical units and may be multiply instantiated.
From D 444

The architecture should meet the following objectives:

•Distributed control: To adapt to the distributed processing nature of IP network, eliminate the structural defects of SS7 signaling architecture, and support the location transparency of distributed computing.

•Open control: The network control interface should be open to support the service creation, service update, and service logic by third parties.

•Separate the service provision process from network operation using the above-mentioned distributed and open control mechanism. Encourage the competitive environment of NGN to speed up the provision of diversified value added services.

•Support the services of converged network. We need to generate converged voice/data services that are flexible and easy to use, so as to tap the technical potential and market value of NGN.

•Provide enhanced security and protection. This is a basic requirement of an open architecture. It is imperative that we protect the network infrastructure by ensuring the trustworthiness of the service provider.
The basic elements of the NGN architecture include;

•Distributed processing technology: It is ideal for large scale networks because standardized and rich development tools are available and has been successfully in communication network applications. Therefore many manufacturers have adopted this technology to support the distributed structure of third party service providers.

•Open interface technology: This is key to the open control of communication networks. Standards organizations such as ITU-T and ETSI as well as major communication and computer manufacturers have made outstanding contributions in this field. Two most prominent API technologies are Parlay and JAIN.

•Service trigger technology: Appropriate event trigger mechanism must be adopted to initiate and execute the service logic. Trigger events can come directly from the users, or from the relevant networks based on the finite state machine. In both network control system and application server, trigger points and trigger conditions are needed based on service requirements. We can adopt the well established basic call state model and technologies of existing SSPs.

•Object oriented technology: This is the basic software technology for any distributed system. The IN architecture standards, including CS-3 have adopted the process oriented technology, instead of object oriented service model building technology, making it closed and centralized. It is a must for NGN to adopt the object oriented technology building its service models and technology architecture standards.
From TD 33 (WP 2/13)

Following is some principle of functional entities,

•Functional entities are just logical concepts, no direct relationship with physical devices;

•Each kind of functional entities consists of one and more entities;

•Functional entities has no relationship with layered architecture directly, similar entities may located in different logical layers;

•One entity may exist in multi-physical devices in the same time, but normally, it belongs to one; and one physical device can be composed by multiple entities.
6
Functional architecture of NGN

Editor’s notes: A descriptive text needs to be provided.

6.1
Functional Areas 
Editor’s notes: Motivation for decomposition into functional areas and brief description of the different areas. The D 543 and D 545 of SG 13 Feb. 2004 meeting need to be considered as reference.

6.1.1
General
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Figure 1 – NGN functional areas
6.2
Functional Areas and Layered General Reference Model
Editor’s notes: The current contents in this section are originated from D 451 of SG 13 Feb. 2004 meeting, and need to be supplemented in the future.

Editor’s notes: A descriptive text needs to be provided.

Figure 2 shows the basic layering architecture of NGN.
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Figure 2 – NGN basic layering architecture

6.2.1
Service layer

Service layer is a group of functions that controls and manages network services to enable end users services/applications.

Editor’s note: Further description of this layer may be required. Contributions are requested.

6.2.2
Transport layer

Transport layer is a group of functions that control and manage resources to carry packets that may contain user, control and management information/load between terminating entities. 

Editor’s note: Further description of this layer may be required. Contributions are requested.

6.3
Functional Entities
Editor’s notes: This section shall provide the list and description of functional entities used in the functional architectures of NGN. 

The definitions of functional Entities in D 444 of SG 13 meeting need to be considered, such as” third-party not trusted” and” third-party trusted” in figure 1.

third-party not trusted

third-party trusted
6.3.1
Service layer functional entities
Editor’s notes: similar picture like Figure 6 in TD 33 (WP 2/13) is needed here and some texts are invited.
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Figure 3 – Service Layer Functional Entities
6.3.1.1
User plane

TBD
Editor’s notes: As the result of discussing in drafting group, this plane in service layer may be questionable.

6.3.1.2
Control plane

6.3.1.3
Management plane

*Editor’s notes: The ability of the element management functional entity to properly support management architectures using proxies is further study.  WD193, liaison statement from SG4 should be considered.

**Editor’s notes. Management of user data is for further study

***Editor’s notes: The implications of the strong division between the service layer and the transport layer with respect to the grouping of above functional entities is for further study

6.3.2
Transport layer functional entities
Editor’s notes: similar picture like Figure 7 in TD 33 (WP 2/13) is needed here and some texts are invited.
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Figure 4 – Transport Layer Functional Entities
6.3.2.1
User plane

TBD

6.3.2.2
Control plane

TBD

6.3.2.3
Management plane

*Editor’s notes: The ability of the element management functional entity to properly support management architectures using proxies is further study.

**Editor’s notes. Management of user data is for further study

***Editor’s notes: The implications of the strong division between the service layer and the transport layer with respect to the grouping of above functional entities is for further study.
6.4
Classification of functional architectures for NGN
TBD

Editor’s notes: some basic classification such as session-based and non-session-based has been considered as section 6.3.1 and 6.3.2 in this draft recommendation.

Editor’s notes: And some description for classification is need here, parts of D 557 may be considered as following and more contributions are invited.

From D 557

The transport tier includes a transport adoption sub-tier that provides for transport technology independence towards the session & call control plane.
6.4.1 Functional architecture for session-based services
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Figure: NGN control architecture for session based applications and services
6.4.2
Functional architecture for non-session-based services

TBD
Appendix I an example of network configuration of the NGN
Figure Appendix1.1 shows an example network configuration consisting of a SIP proxy and bandwidth & resource manager to achieve end-to-end QoS by session admission control.

The user terminal, e.g. personal computer is accommodated by the home gateway (HGW).  The HGW may also support the existing black phone to convert PSTN to IP packets.  In this model, the HGW terminates session control to open and close designated ports for real time media.  The HGW has a channel to communicate with the user terminal.  The HGW has another channel to communicate with the HGW manager inside the network.

Once the SIP proxy receives the outgoing SIP message, it interacts with the bandwidth & resource manager performing session admission control.

The bandwidth & resource manager controls the edge router to open the communication channel for media traffic, and may perform traffic enforcement such as policing and shaping.

In a recursive way, the lower network part may consist of lower-layer U/C/M planes.

Therefore, additional network configurations like this example should be considered. 
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Figure 1 Appendix 1 – Example of Network Configuration of the NGN

Appendix II Service Architecture of Next Generation Network
Editor’s notes: parts of this Appendix have been already copied into the main-body of this draft for better understanding.
Editor’s Notes: As a result SG13 2004 Feb meeting, this Appendix was included in the draft. For lack of time, no more reviews about these appendixes, so just keep the following words from last meeting report to declare the situation:

· Appendix 2: “service architecture for NGN”, for lack of time, the material there needs further discussion; here just keep it as the input for future discussion. There was no decision on how to handle this material in the future, e.g. whether it should be an integral part of Y.NGN-FRA.

1
Introduction

In the recent years, the industry has reached a consensus that the Next Generation Network (NGN) should use the packet switching technology (especially IP network). However, the strength of IP network is end-to-end data transmission, not requiring the services of an intelligent network. This prevents the network from providing a variety of value added services, a setback seriously restraining a converged network based on IP technology.

In consideration of the strong communication network background of NGN, the concept of separated service and network which was tabled in 1990's and used extensively has been extensively recognized and received. That is to say, people at large hold that there should be one independent service control layer on top of the NGN transport layer and control layer.

However, the application environment of the traditional intelligent network is a closed circuit switching network and it suffers from the following limitations:
•
The SCP based service control architecture is a centralized control structure, unsuitable for the distributed network environment in the future.

•
The INAP/CAP based service control protocol is too complicated and the standard update process too long to ensure fast service deployment.

•
The standards so formulated are mainly tailored for circuit switching services, which can hardly serve as the basis for expansion and converged network services.

•
The control system is based on the SS7 signalling protocols of the telecom network, which along with the development of services, might constitute a bottleneck for the broadband network.

•
The service architecture is a closed system, in which value added services can only be implemented by the network operators. That is to say, service providers and network providers can not be separate entities.

The above mentioned characteristics call for further study of a new service architecture ideal for NGN environment.
2
Requirements of NGN Service Architecture
2.1
Objectives of NGN Service Architecture

The architecture should meet the following objectives:

•
Distributed control: To adapt to the distributed processing nature of IP network, eliminate the structural defects of SS7 signalling architecture, and support the location transparency of distributed computing.

•
Open control: The network control interface should be open to support the service creation, service update, and service logic by third parties.

•
Separate the service provision process from network operation using the above-mentioned distributed and open control mechanism. Encourage the competitive environment of NGN to speed up the provision of diversified value added services.

•
Support the services of converged network. We need to generate converged voice/data services that are flexible and easy to use, so as to tap the technical potential and market value of NGN.

•
Provide enhanced security and protection. This is a basic requirement of an open architecture. It is imperative that we protect the network infrastructure by ensuring the trustworthiness of the service provider.

2.2
Basic Elements for the NGN Architecture

The basic elements of the NGN architecture include;

•
Distributed processing technology: It is ideal for large scale networks because standardized and rich development tools are available and has been successfully in communication network applications. Therefore many manufacturers have adopted this technology to support the distributed structure of third party service providers.

•
Open interface technology: This is key to the open control of communication networks. Standards organizations such as ITU-T and ETSI as well as major communication and computer manufacturers have made outstanding contributions in this field. Two most prominent API technologies are Parlay and JAIN.

•
Service trigger technology: Appropriate event trigger mechanism must be adopted to initiate and execute the service logic. Trigger events can come directly from the users, or from the relevant networks based on the finite state machine. In both network control system and application server, trigger points and trigger conditions are needed based on service requirements. We can adopt the well established basic call state model and technologies of existing SSPs.

•
Object oriented technology: This is the basic software technology for any distributed system. The IN architecture standards, including CS-3 have adopted the process oriented technology, instead of object oriented service model building technology, making it closed and centralized. It is a must for NGN to adopt the object oriented technology building its service models and technology architecture standards.

2.3
Model of NGN Service Architecture

The NGN service architecture is shown in Figure 1.
Where:

DPE: Distributed Processing Environment

SCE: Service Creation Environment


[image: image7.emf]SoftswitchGSM/CDMA

PSTN

DPE

SCE

Third party not 

trusted

Third party 

trusted

SCE

Security interface

……

Server 1Server 2Server n

Application  Server  Platform

Protocol 

interface 1

Protocol 

interface 2

Protocol 

interface n

……

Phone 

Set

Fax 

machine

Mobile 

Phone

PDAPC

Intelligent 

Terminal

Independent of the network 

operator

Location transparency 

Network transparency

Protocol transparency

Independent of the 

manufacturer

Service merge


Figure 1 Appendix 2 - NGN service architecture model

As shown in the figure, third party service providers break into two categories: those trusted by network providers and those that are not. The former may be network providers themselves, subordinate organizations or partners, while the latter may be independent service providers, whose access must be authenticated, controlled and filtered.

The system should have standardized and computer programming oriented toolkits, which are available to service providers to build the Service Creation Environment (SCE) for instant services creation. Service providers may be located anywhere in the network, and could use the distributed computing technology and object oriented software design technology, to automatically locate target service objects, send service control commands and receive trigger events.

The application server platform serves as a server group. Each category of servers corresponds to one type of basic services, and executes corresponding service actions under the control of a third party service logic. Same services can be realized on different networks, and thus the action of service servers is only related to services, instead of specific lower layer networks.

The service control object must be a specific network in terms of a specific application. Thus the service server must map the execution action, via the corresponding protocol adaptation interface, into the control protocol process of the network. This way it can support many different networks and different terminal users.

This architecture model technically features the following:

•
Location transparency: With distributed computing technology, third party service providers can access from anywhere and via DPE the relevant service servers of the application platform, regardless of the actual physical location of such server.

•
Network transparency: The application server executes via third party service logic the corresponding control process independent of the type of the specific network of the terminal user. So the server can neglect the technical features of the target network.

•
Protocol transparency: We achieve this by providing standardized protocol programming interface tools, realizing independent service control process, shielding complex network technical details to the service provision platform, and opening the communication network interfaces which used to be closed.

•
Independent of network providers: Numerous third party service providers on the top layer constitute the separated application service layer, where the functionality, technology, operation and management are all independent of network providers. With security ensured, it may interface with the users directly and provide personalized services to users.

•
Independent of manufacturers: On the bottom layer, network equipment compliant to standard protocols may come from different manufacturers. With the open service environment they can form a multi-vendor application environment in the true sense, providing users with the best service in a competitive environment.

3
Structure of NGN Service Architecture

The above analysis provides the API based NGN open service architecture as shown in Figure 2. The 3G mobile communication system, has adopted the API based Open Service Architecture (OSA). This is evidence that the API-centered open service architecture is already the NGN service provision solution of universal recognition.

Where:

CC: Call Control
UI: User Interaction
GM: Generic Messaging
UL: User Location
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Figure 2 Appendix 2 - NGN Open Service Architecture

Third party service providers make use of APIs to develop service applications on their respective platforms. These APIs are equivalent to the service control logic in IN SCP. The associated database saves service data and user documents.

When the network has to implement certain operations to realize a service, the application program will send requests to the application server via API. As one service may involve a number of network capabilities, the application program will contain more than one API. Corresponding to each API, there will be an API server in the application server, providing the corresponding service capability. All these servers are referred to as service capability servers.

Shown in the above figure are four types of common service capability servers:

•
Call Control (CC) server: Corresponding to CC type APIs, and providing network call/conversation control capabilities. This server converts APIs into SIP messages, interacts with the network control system, and connects call/conversation to designated service users.

•
User Interaction (UI) server: Corresponding to UI type APIs, and providing the capability of interaction with users. This server converts APIs into MGCP messages, controls the Media Server (MS) in NGN, and interacts with designated service users, namely broadcasting record notifications to users, and collecting further information of user input. At this moment the MS is equivalent to an independent intelligent peripheral in IN

•
Generic Messaging (GM) server: Corresponding to GM type APIs, and providing generic message transmission capability. This server converts APIs into H.248/MGCP messages or other media streams to transmit protocol messages, and controls the MS in NGN. It can work with other APIs to send voice mailbox, Fax and email messages uniformly. At this moment the MS is equivalent to the UMS server.

•
User Location (UL) server: Corresponding to UL type APIs, and providing user mobility management capability. Corresponding to 2G mobile networks, the server converts APIs into MAP messages, interacts with HLRs to acquire the current location of the user.

The "framework" in the application server platform realizes the security, access and initialization of the open service system. To ensure ideal functional extendibility of the platform, it also allows third party service capability servers to join in, while it can only enter after being subject to authentication and security check. To support the distributed structure, the service application program has to interact with respective service capability servers via the CORBA platform, while the physical layout of application platform of the service providers are free of any restriction.

The above service control mechanism actually applies to other networks as well. That is to say, with appropriate protocol interfaces in place, the application server can control, based on the same APIs, the network capabilities (such as PSTN, ISDN, IN, PLMN, Internet, and 3G network). This ensures the service architecture to conveniently merge different networks on the service layer.

4
An Implementation of NGN Service Architecture
The above service architecture is an ideal one for NGN, capable of providing a variety of services based on different networks. Yet, as NGN has evolved from the traditional communication network, the functions of many such network entities remain the heritage of the existing communication facilities. As a result, many gateway based interworking technologies have been defined. Therefore the NGN services have to be realized based on the complexity and methods of the different underlying networks.

Through NGN service architecture,f all services in traditional communication network can be provided: basic service, supplementary service and IN service. With the evolution of these services, converged network services can also be realized in this architecture.

As in the intelligent network, the realization of convergence network services calls for service trigger and service control which is separated from the bottom layer network. The service trigger may either be initiated by net work entities, or by service applications via service logic or through user request (the latter is usually referred to as third party control calls). The basic process is as follows:
1)
Initialization: The network control system statically sets a trigger point in its call control state machine, similar to IN CCF. It can also be set by the service application process dynamically. Accordingly the service application process sets a trigger point in the application server using the API.
2)
Service trigger: During the call setup and call maintenance phase, the network control system will send trigger requests upon detecting compliant trigger conditions. When an appropriate service capability server is triggered in the application server, it will send via API the event notification to the corresponding service application process. In this case, the network control system is equivalent to CCF in IN, the application server to SSF in IN, excepting the CCF and SSF functions could be present in physically separate entities.

3)
Service logic control: The service application program queries user document and client data, executes the service control logic, before sending an instruction to the application server via API.
4)
Network control: The application server converts the instructions to control message, sends it to the network control system, instructing the latter to execute corresponding actions.
5)
Network operation: Based on the methods and parameters of the control message, the network control system executes the control operation, and connects the designated call/conversation.
The above process may go back and forth between the network control system and service application process, including the return of the progress responses. It may also involve the interaction between the service application process and media server when necessary.
5
Conclusion

This paper raises one service architecture that is based on open API. It is different from the SCP‑SSP technology currently in use in intelligent network, ideal for the NGN which makes packet switching network its bearer network, and aims to provide the value added services integrating voice, data and video services.
Appendix III an example of network configuration of the NGN

Editor’s Notes: Following table here just intention to carry those things for future study as the result of 3rd JRG-meeting, all entities should be defined in suitable section. 
	　
	France Telecom
(Draft:COM13-D545-E)
	Huawei
(Draft:NGN-WD-46)
	Siemens
(Draft:COM13-D557-E)
	Provisionally Agreed at 3ｒｄ JRG

	T-1
	G.805 transport network functions, adaptation functions, trail termination functions, access group functions
original：-
	　
	Packet Transport Function
original：
(The IP connectivity transport comprises）
a packet transport function: providing IP packet transport. No assumptions are made neither on the technologies used nor on the internal structure, e.g. core transport network / access transport network, used.

Comment: This comes from T-3.
	Packet Transport Function
The Packet Transport Functional Entity (PTF) transfers user/control/management information transparently by packet-based transport through the NGN.

Note: No assumptions are made neither on the technologies used nor on the internal structure, e.g. core transport network / access transport network, used.

	T-2
	Transfer functions (such as packet marking, policing, shaping,…)
original：

Comment: This goes to T-15.
	　
	　
	　


Packet Gateway Function

	original：-

Comment: This comes from T-21.
	Packet Gateway Function

The Packet Gateway Functional Entity (PGF) has the responsibility for the packet interworking between multi-NGN domains  It can mask each other between the different domains and may perform media conversion under the control of PGCF.

	T-4
	　
	Access Process Function
 

Comment: This is similar to T-15.
	Network Access Function
original：-

Comment: This is not in the Figure.
	T.Network Access Process Function
The Transport Network Access Process Functional Entity (TAPF) has responsibility for the media-relative process, such as firewall functions, NAPT functions, etc.  It works under the control of NACF.




Transport Policy Control Function

	Comment: This goes to T-16.
	　
	　

	T-6
	　
	Access Media Gateway Function

Comment: This goes to T-9.
	　
	Access Media Gateway Function
The Access Media Gateway Functional Entity (AMGF) provides media conversion between media streams from the packet-based transport in the NGN and bear channels on the analog lines or ISDN accesses. It may also support bearer control and payload processing (e.g. codec, echo canceller, Conference Bridge).



Access Relay Function


Access Relay Function


Access Relay Function

	The Access Relay Functional Entity (ARF) inserts some pre-configuration information i.e. location information in network access requests received from end-user equipments and converts them into network access requests that can be interpreted by the NACF.  The ARF  proxies some configuration requests from end-user equipments to CMPF, such as request for update of software etc. The detailed aspects of the ARF heavily depend on the type of access procedure being used.

	T-8
	　
	　
	Mobility Support Function
original：
(The IP connectivity transport comprises ）
provisioning user and terminal mobility where applicable. It should be noted that there may be technologies in use that do not allow for mobility or where a major service impact may happen during switch over.

Comment: This needs clarification.
	Mobility Support Function
The Mobility Support Functional Entity (MSF) provides user and terminal mobility where applicable. Note: There may be technologies in use that do not allow for mobility or where a major service impact may happen during switch over
Comment: Consistency with Y.NGN-MOB should be confirmed.


Trunk Media Gateway Function

original:


Media Gateway Function

original：

(The IP connectivity transport comprises ）


Trunk Media Gateway Function

	The Trunk Media Gateway Functional Entity (TMGF) provides media conversion between media streams from a packet-based transport in the NGN and bearer channels on the trunk lines from the circuit switched network.  It is under the control of the MGCF. It may also support bearer control and payload processing (e.g. codec, echo canceller, Conference Bridge).



	T-10
	Network Element Resource control
original：
(2.2.1 )Resource Control with regard to the network element it-self 
	　
	　
	　

	T-11
	　
	Media Resource Process Function
original:
(6.3.3.3 )The Multimedia Resource Process Functional Entity (MRPF) delivers contents (videos, documents, Web pages...), allocates specialized resource (such as announcement server, notification tone, and voice recognition resource, voice menu and conference resource etc.) or provides media mixing functions under the control of the MRCF.
	Media Resource Processing
original：
(The IP connectivity transport comprises ）
a media resource processing function: for conferencing and announcements.
	Media Resource Process Function
The Media Resource Process Functional Entity (MRPF) delivers contents (videos, documents, Web pages...), allocates specialized resource (such as announcement server, notification tone, and voice recognition resource, voice menu and conference resource etc.) or provides media mixing functions under the control of the MRCF.


Signalling Gateway Function

original:


Signalling Transport Gateway

original：

(The transport adaptation provides ）


Signalling Gateway Function

	The Signaling Gateway Functional Entity (SGF) has responsibility for signaling transport interworking between NGN and existing networks such as PSTN, ISDN, IN network, and SS7.

	T-13
	　
	　
	Traffic Measurement Function
original：
(The IP connectivity transport comprises ）
a traffic measurement function: generating traffic and statistic data for management and accounting purposes
	Traffic Measurement Function
The Traffic Measurement Functional Entity (TMF) generates traffic and statistic data for management and accounting purposes

	T-14
	　
	　
	Charging Collection Function


Comment: This goes to S-14.
	Charging Collection Function

	T-15
	Transport Policy Enforcement Function
original：
(2.2.1 )transport policy enforcement functions that allow the control/enforcement of Network element transfer functions such as Packet marking, Flow Policing, Shaping…
Transfer functions (such as packet marking, policing, shaping,…)
original：
(2.2.1) transport policy enforcement functions that allow the control/enforcement of Network element transfer functions such as Packet marking, Flow Policing, Shaping…
Comment: This comes from T-2.
	Transport Policy Enforcement
original:
(6.3.3.6 )The Transport Policy Enforcement Functional Entity (TPEF) has the responsibility for transport processing functions under the control of TRCF, such as link negotiation/establish, packet forwarding and quality of service procedures (packet marking, resource establishment and release, resource reservation, queuing management…) etc.

Access Process Function
original:
(6.3.3.2 )The Access Process Functional Entity (APF) has responsibility for the media-relative process, such as firewall functions, NAPT functions, QoS marking functions and traffic supervising etc, it works under the control of ACF and TRCF.

(WD161) Network Access Process Function

To examine the contents in the IP connection and transmission layers in detail, it is necessary to add the network access process function (NAPF). Considering the use of private network IP addresses and the fact that the structure of the access layer is more complex than that of the core network, many features need to be processed on the access layer. Those features include some special forwarding processes such as NAT conversion and firewall filtering.
Comment: This comes from T-4.  If we describe access part specifically, this function is necessary.
	Transport Resource and Enforcement
original：
(The IP connectivity transport comprises ）
assuring QoS, supporting NAT (network address translation and firewall functionalities.
	Transport Policy Enforcement Function
The Transport Policy Enforcement Functional Entity (TPEF) has the responsibility for transport processing functions under the control of TRCF, such as link negotiation/establish, packet forwarding and QoS procedures (packet marking, resource establishment and release, resource reservation, queuing management…) etc.


original:


Transport Resource and Policy


(The transport adaptation provides ）

	decoupling the session/control function from the specifics of the underlying IP connectivity transport technologies with respect to resource assignment, QoS qualification etc.
	Transport Resource/ Policy Control Function

The Transport Resource/ Policy Control Functional Entity manages and controls the policy of transport layer, handles the collection of network resource and maintenance the network resource status information and interacts with NAPF and TPEF for transport resource allocation and control, such as port, link, bandwidth and access list etc.



	T-17
	Network Element Admission Control
original：
(2.2.1 )Admission Control with regard to the network element it-self.
	　
	　
	　

	T-18
	Network Admission Control
original：
(2.2.2 )performs network level resource admission in a given network domain
	　
	Authentication and Authorisation
original：
(The IP connectivity transport comprises ）
for transport layer authentication and authorization.
	Transport Authentication and Authorisation Function
The Transport Authentication and Authorisation Functional Entity (TAAF) provides authentication and authorization at the transport layer.

	T-19
	Network Resource Control
original：
(2.2.2 )performs network configuration (e.g. resource reservation, path setup,…) in a given network domain. 
	　
	　
	　

	T-20
	Address Allocation
original：
(2.2.2 )Address Allocation (e.g. IP address allocation).

	Access Control Function
original:
(6.3.2.1 )Access Control Functional Entity has responsibility for user access control functions of both real time services and non-real-time data services, such as FW/NAT policy control, QoS policy control of access devices, security policy and admission control according to the user profile and status of the states of required resources.
(WD161)Network Access Control Function

At access side, it includes not only the control over the traffic resources, but also the policy control capabilities for such special forwarding process as NAT. Therefore, control entities in the transmission plane should at least include the control function specific to the access part. If regarding NAT forwarding and firewall filtering as a kind of resource too, it’s proposed to call this entity as network access control function (NACF). Different from the user equipment access function, this function exists not to describe the authentication control over user bearer access, but to implement control over related resources of access equipment.
	　
	Network Access Control Function

The Network Access Control Functional Entity (NACF) controls NAPF.  It controls firewall policy, network address translation policy, security policy, address allocation, and session admission according to the user profile and status of required resources.
Comment: Address allocation may be better to be included in the Authentication and Authorisation Function. T-18.  This needs to be discussed.


Gate Opening Control


Packet Gateway Function

	original：-

Comment: This goes to T-3.
	　

	T-22
	Network Presence
original：
(2.2.3 )Network Presence (e.g. gathering presence information related to the user attachment coming from multiple access networks, "Inter-AN presence")
	　
	　
	　

	T-23
	Network Localization
original：
(2.2.3 )Network Localization (e.g. gathering Localization information obtained during the user attachment coming from several access networks, "Inter-AN localization"). 
	　
	　
	　


Resource Request Breakout Function

original：

	(2.2.3 )the Resource Request Breakout one that is in charge of determining the resource requests that should be issued to each network sub-domains involved in the end to end provisioning of the resources.
	　
	　
	　
	

	T-25
	　
	Packet-based Interworking Media Gateway

Comment: This goes to T-3.
	　
	　


	　
	France Telecom
(Draft:COM13-D545-E)
	Huawei
(Draft:NGN-WD-46)
	Siemens
(Draft:COM13-D557-E)
	Provisionally Agreed at 3ｒｄ JRG

	S-1
	Control of communication session function
original：
(2.3.3 )"Service Execution level" control functions.
based on H.323, SIP
	Service Control Proxy Function
original:
(6.3.2.9 )The Service Control Proxy Functional Entity (SCPF) handles functionality related to service logical control, session setup, modification and teardown. This includes service triggering, generation of charging records, etc and interaction with authentication and registration functions.
	Session Control Function
original：
(The session and call control consists of ）
providing the main session and call control functionality. Generates CDRs, and performs service layer QoS policing. For application servers not compliant to the reference point of this function towards the applications an application gateway function provides the required interworking. Generates CDRs .
	Session Control Function
The Service Control Functional Entity (SCF) handles functionality related to service logical control, session setup, modification and teardown. This includes service triggering, generation of charging records, etc and interaction with authentication and registration functions.  It generates CDRs.

Comment: The word CDR should be examined for generic use in the NGN.

	S-2
	Service Session authorization function
original：
(2.3.2 )Service handling level" control functions.
Service Session authorization that controls that the end-user has valid utilization rights for the requested service
Comment: This goes to S-9.
	　
	　
	

	S-3
	Service Policy authorization function
original：
(2.3.2 )performs policy controls at the service level using policy rules contained in a Provider Policy Data Base. 
Comment: This goes to S-9.
	　
	　
	


User Database

original：


User Profile Database

original:


User Database Function

original：

(The session and call control consists of ）


User Profile Database

	 Function

The User Profile Database Functional Entity (UPDF) has the responsibility for the storage of user profile and subscriber-related location data and presence.  It performs basically data management and maintenance functions.
It also has responsibility for the response of the query for user profile.



	S-5
	User Authentication
original：
(2.3.2 )A first sub-set of functions can defined on the basis of their commonality to deal with the service user . This includes for instance user identification and user authentication functions, terminal identification function, customer profile management and access functions. 
Comment: Refer to S-9.
	　
	　
	　

	S-6
	User Identification
original：
(2.3.2 )A first sub-set of functions can defined on the basis of their commonality to deal with the service user . This includes for instance user identification and user authentication functions, terminal identification function, customer profile management and access functions. 
Comment: Refer to S-9.
	　
	　
	　


Terminal identification

original：

	(2.3.2 )A first sub-set of functions can defined on the basis of their commonality to deal with the service user . This includes for instance user identification and user authentication functions, terminal identification function, customer profile management and access functions. 
Comment: Refer to S-9.
	　
	　
	　
	

	S-8
	　
	User Profile Service Function
original:
(6.3.3.8 )User Profile Service Functional Entity has responsibility for the response of the query for user profile, authorizes or denies subscriber requests.
Comment: Refer to S-4.
	　
	　

	S-9
	　
	　
	Authorisation and Authentication
original：
(The session and call control consists of ）
session and call control layer authentication and authorization.
	Service Authentication and Authorization Function
The Service Authentication and Authorisation Functional Entity (SAAF) provides authentication and authorization at the service layer.
It controls that the end-user has valid utilization rights for the requested service
It also performs policy controls at the service level using policy rules contained in a User Profile Data Base.
Comment: Terminal identification aspect should be clarified.


Registration

original


Register Functional Entity

original:


Registration


(The session and call control consists of ）

	user and terminal registration, supporting roaming and nomadism.
	Register Function
The Register Functional Entity (REGF) processes the request from the user (and the terminal) for registration.



	S-11
	　
	Media Resource Control Function
original:
(6.3.2.6 )Allocation and control of media resources including streaming services (e.g. video streaming), announcements and IVR support. Interfaces exist to content server functional entities residing in the control plane (e.g. video streaming server), to service logical control entities in control plane (e.g. call server) and to resource processing entities residing in the user plane.
	Media Resource Control Function
original：
(The session and call control consists of ）
controlling the media resource processing function.
	Media Resource Control Function
The Media Resource Control Functional Entity (MRCF) controls MRPF and allocates resources which are needed for services such as streaming, announcements,IVR support, etc..  

Comment: The name is given at the 1st JRG.


Media Gateway Control Function

original:


Media Gateway Control Function

original：

(The session and call control consists of ）


The Media Gateway Control Functional Entity (MGCF) controls the TMGF to interwork with PSTN/ISDN.  It also controls AMGF to accommodate existing subscribers.  It may generate CDRs.  

	Comment: The name MGCF may be preferable.


Packet Gateway Control Function
The Packet Gateway Control Functional Entity (PGCF) controls PGF to interwork with other packet-based network.  It supports network topology hiding.  It may generate CDRs.  

	Comment: The name MGCF may be preferable.


Charging Collection Function

original：

(The session and call control consists of ）


Charging Collection Function

	The  Charging Collection Functional Entity (CCF) receives Call Data Records from various entities and relays these to a billing center (billing center are out of scope of NGN standardization)
Comment: The word CDR should be examined for generic use in the NGN.

	S-15
	　
	Access Control Function

Comment: This goes to T-15
	　
	Service Access Control Function

Comment: This function is ffs.  If necessary, contributions are invited.

	S-16
	　
	Border Gateway Control Function

Comment: This goes to S-13.
	　
	


original:

	(6.3.2.4 )The Location Service Functional Entity has responsibility for exchanging the user's location information with other domains. It can gain inter-domain users' location information from UPSF, accept/process the inquiring request from SCPF and response the suitable BGCF information if callee is located in the outer-domain.
	　
	Location Service Function
The Location Service Functional Entity (LSF) has responsibility for exchanging the user's location information with other domains. It can gain inter-domain users' location information from UDBF, accept/process the inquiring request from SCF and response the suitable PGCF information if callee is located in the outer-domain.


User Control Proxy Functional Entity (UCPF)

original:


[Notes] Examples of application protocol where User Control Proxy Functional Entity might be required are SIP/SDP and RTSP/SDP when used to establish media streams.

	[Notes] UCPF just likes Back-to-Back User Agent in SIP system.

(WD161)Users cannot originate end-to-end sessions on their own, which will cause the whole network uncontrollable and difficultly operable, therefore users’ sessions need to pass authentication before entering the NGN core service processing entity, and UCPF is the gate in session layer. This entity is mandatory for an operable, manageable NGN architecture which is similar with the position of P-CSCF, which includes a flow related to user registration and the session transfer function. The IMS recommends using SIP as the protocol. Considering the networking complexity, this restriction may be improper in NGN, the conversion and mapping of multiple protocols may need to be taken into account.
Comment: This needs clarification.
	　
	Session Control Proxy Function (SCPF)
The Session Control Proxy Functional Entity (SCPF) acts as the access point in session level which performs user service access control, proxy/relay session packets to SCF according to the service requirements and proxy/relay function for the purpose of resource control when no explicit relative signaling (i.e. QoS Signaling) is available and application-specific intelligence is required to derive resource control commands from application signaling.

Examples of application protocol where SCPF might be required are SIP/SDP and RTSP/SDP when used to establish media streams.  SCPF just likes Back-to-Back User Agent in SIP system.



	　
	France Telecom
(Draft:COM13-D545-E)
	Huawei
(Draft:NGN-WD-46)
	Siemens
(Draft:COM13-D557-E)
	Provisionally Agreed at 3ｒｄ JRG

	A-1
	Application Server Function
original
(2.3.3 )Functions dedicated to the control of Application sessions (HTTP,..) 
	Application Server Function
original:
(6.3.4.1 )Application Server Functional Entity provides service performance environments, provide services, and can be hosted by third parties.
	Application Server Function
original：
(Within the applications area reside）
hosting applications, offering the reference point towards the session/control function and generating CDRs. An application specific authorization and authentication may be included here.
	Application Function
The Application Functional Entity (APF) provides service as well as execution environment.  An application specific authorization and authentication may be included here.  It may generate CDRs.

Comment: Further description is required.

	A-2
	　
	Application Server Gateway Function
original:
(6.3.4.2 )Application Server Gateway Functional Entity provides open interface (etc. API) towards third party application service providers.

Comment: This seems different from Siemens proposal.
	Application Gateway Function
original：
(Within the applications area reside ）
serving as interworking entity between the session/control function and application server functions that do not directly support the application layer reference point from the session/control function.
	Application Service Gateway Function
The Application Service Gateway Functional Entity (AGWF) serves as interworking entity between the SCF and APF that do not directly support the application layer reference point from the session/control function.
It may provide open interface (etc. API) towards the third-party application service providers.
Comment: The third-party application service provider needs to be clarified.

	A-3
	　
	Content Server Function
original:
(6.3.4.3 )Content Server Functional Entity has responsibility for the providing of content.
	　
	　

	A-4
	
	
	
	


	　
	France Telecom
(Draft:COM13-D545-E)
	Huawei
(Draft:NGN-WD-46)
	Siemens
(Draft:COM13-D557-E)
	Provisionally Agreed at 3ｒｄ JRG

	M-1
	　
	CPAD Management Proxy Functional Entity (CMPF)
original:
(6.3.1.2 )The CPAD Management Proxy Functional Entity (CMPF) has responsibility for the management proxy functions of the large amounts of CPADs and executes some local management functions, such as statistic and auditing etc
	　
	Proxy Functional Entity (PF)
Comment: All management functions need further study.  From the figure’s point of view, not all management functions may appear for the sake of simplicity.

	M-2
	　
	Element Management Functional Entity (EMF)
original:
(6.3.1.3 )The element management functional entity manages each network element on an individual or group basis and support an abstraction of the functions provided by the network element layer.
	　
	Element Management Functional Entity (EMF)

	M-3
	　
	Network Management Functional Entity (NMF) 
original:
(6.3.1.4 )The network management functional entities have the responsibility for the management of a network as supported by the element management functional entities.
	　
	Network Management Functional Entity (NMF)


Service Management Functional Entity (SMF)

original:

	(6.3.1.5 )Service management functional entity is concerned with, and responsible for, the contractual aspects of services that are being provided to customers or available to potential new customers. Some of the main functions are service order handling, complaint handling and invoicing.
	　
	Service Management Functional Entity (SMF)
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