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This document proposes the revision 1 for draft Recommendation Y.e2eqos.2 according to the meeting results and editing discussion. It is based on Y.e2eqos baseline in TD43 (WP2/13) Annex5 agreed during the SG13 meeting in February 2004. 

Note that the previous Y.e2eqos baseline version is split into two draft recommendation during this meeting. Y.e2eqos.1 focuses on generic requirements for NGN QoS architecture, while Y.e2eqos.2 focuses on a specific end-to-end QoS architecture based on centralized resource control function.

The main changes are summarized as follows.

1. The Scope and outline are changed and some sections are removed, based on WD-138&140(from Nortel), WD-144(from Cisco), WD-185&186(fromAT&T).

2. Texts for non-MPLS case are added, based on WD-174(NTT), WD-146(from Cisco).

3. Texts for user requested QoS scenario are added, based on WD-145(from Cisco), WD-155(from FT). The control procedure for this scenario is to be completed.

4. Interfaces identifiers are changed  to be alignment with Y.123.qos and Optional Interface S1 between SCF and ARCF is added, based on WD-155(from FT).

5. Texts for Reliability and security are added, based on WD-106&107(from Huawei).

6. It is deferred to the next revision that the term “QoS signalling” is replaced with the term “resource control signalling” for the time being. This change is proposed by Cisco in WD-146. “The term “QoS signalling” is used in figure 4 for the signalling between Resource Control Functions. This is potentially confusing as the term signalling is also used in association with RSVP. It is proposed to use the term “resource control signalling” in this context.”
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.
1 Scope

This Recommendation provides an end-to-end QoS architecture based on centralized resource control for IP networks supporting NGN services. The functional entities, interfaces, interface requirements, control procedures and control mechanisms for end-to-end QoS control are identified and described. It also describes the interfaces and their requirements with AAA and network management system, because value-added services (which require usage‑based billing not only access-based billing) are the key drivers for support of end-to-end QoS over IP networks.
2 References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.
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3 Definitions and Terms

<Check in ITU-T Terms and definitions database under http://www.itu.int/sancho/index.htm if the term is not already defined in another recommendation. It could be more consistent to refer to such a definition rather than refined it>

This Recommendation defines the following terms:
4 Abbreviations

This Recommendation uses the following abbreviations:

IETF
Internet Engineering Task Force

ITU-T
International Telecommunication Union – Telecommunication Standardization Sector

IP
Internet Protocol

AS
Autonomous System

LSP
Label Switched Path

MPLS
Multiple Protocol Label Switching

DiffServ
Differentiated Service

RSVP
Resource ReSerVation Protocol
QoS
Quality of Service

SLA
Service Level Agreement

CPE
Customer Premises Equipment

AN
Access Node

ER
Edge Router

BR
Border Router

BAS
Broadband Access

CPN
Customer Premises Network


NGN
Next Generation Network
SNMP
Simple Network Management Protocol

UNI
User-to-Network Interface

NNI
Network-to-Network Interface

API
Application Programming Interface
LBN
Logical Bearer Network
ARCF
Access Resource Control Function

NRCF
Network Resource Control Function
SCF
Service Control Function
5 Conventions

In this recommendation, "shall" refers to a mandatory requirement, while "should" refers to a suggested but optional feature or procedure. The term "may" refers to an optional course of action without expressing a preference.

6 Requirements and architecture

The current network evolution has the following prominent trends:
–
Separate specialized networks are evolving to multi-service networks that have a packet/optical core.

–
IP has become the public UNI for networking-service access.

–
MPLS is a key technology to enable the packet core to deliver better than best-effort, manageable and billable services.

–
Global services are provided through coexistence and cooperation of the Intelligence in Networks with the Intelligence at the Edges.

For support of a wide range of NGN services (especially real-time services) over an IP network, the issues of QoS aspect must be addressed. Different service applications may have quite different QoS requirements, while network resources are not limitless. A full-service IP network should be capable of providing a predictable and consistent end-to-end QoS assurance for each IP flow with QoS requirements, especially for those flows with absolute QoS requirements.












Based on centralized resource control, this end-to-end QoS architecture optimizes use of limited network resource and supports different QoS requirements of different services under the environment of multiple access technologies and multiple administrative domains. 
In this architecture, the network is active and intelligent within the task of resource allocation and service delivery rather than a passive object like traditional best-effort Internet that end systems have to adapt.


6.1 







6.2 






6.3 



The network intelligence for achieving end-to-end QoS is mainly from combination of resource admission control, QoS routing, forwarding priority control and signalling mechanisms within the control plane of  IP networks. 

In addition, the network resource control function and the service control function interact for better service perceiving, service protection and service restoration, while the network management function and the service management function interact for better traffic metering, resource harmonization, policy and SLA management, and OAM. The interaction may be manual, or automatic through signalling, or both.

And for scalability per-aggregate service elements is used in the core of a network, while for accuracy per-flow service elements is used at the edge of the network.
From the QoS request initiation aspect, there are two main scenarios:


1 - Service requested QoS: The user terminal or the home gateway does not itself support native QoS signalling mechanisms. It requests an application-specific service by sending a “Service Request” to the Service controller. It is then the Service controller's responsibility to determine the QoS needs of the requested service, to request network authorization from the Network Resource Controller which then requests resource reservation to Core network and to Access network (as in xDSL network).


2 - User requested QoS: The user terminal or the home gateway is able to send its own explicit QoS needs through a specific QoS signalling to request resource reservation (and commitment) for a service, but before doing this, prior authorization for the service from the Service controller is required. This request could be managed in the Access Network with authorization of the Network Resource Controller (as in UMTS network) or directly by the Network Resource Controller.
7 Reference model
The reference model of the end-to-end QoS architecture based on centralized resource control is shown in Figure 4, which involve multiple access technologies, multiple administrative domains, and multiple layers.
The functional entities in figure 4 are logically independent, which may be a stand-alone device or a integrated functional module. For separation of services from networks, they are preferred to be physically independent.
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Figure 4: Reference model of End-to-end QoS architecture
Note1: The domain division of service layer may be same or not same as that of networking sub-layer and that of transmission sub-layer. In figure 4, it is simplified just for easy to draw.

Note2: It is not very clear about the relationship between network resource control functional entity and transmission control functional entity although ASON/ASTN/GMPLS have some progress. Until now they are still independent with each other. But if optical transmission sub-layer could perceive the traffic changes and link requirements (such as bandwidth and reliability) of packet networking sub-layer, it would help to end-to-end QoS and whole network performance optimization. In fact the manual relation between the management systems of both layers has been existing. In future maybe some changes will happen so that the resource reservation and its adjustment of networking sub-layer for traffic aggregates can automatically drive the scheduling and switching of optical transmission links.

In figure 4, the most important QoS-related functional entities are SCF (Service Control Function), NRCF (Network Resource Control Function), ARCF (Access Resource Control Function), ER (Edge Router) and AN (Access Node). They work together to achieve end-to-end QoS control through end‑to‑end QoS signaling. And they interact individually with SMF (Service Management Function), NMF (Network Management Function) and AMF (Access Management Function) to support QoS-related management and billing.

It is assumed that IP Diffserv and/or MPLS Diffserv are supported in IP access and core networks.
The services requiring QoS assurance are categorized into several end-to-end QoS service classes by service types (e.g. voice) or QoS levels (e.g. EF). For each service class, operator makes capacity planning such as existing and predicted traffic patterns, topology, routing design and etc.

In the case of the transmission sub-layer with the MPLS capability, according to the results of capacity planning, MPLS LSP technology is deployed to pre-provision a logical bearer network (LBN) in the transmission sub-layer for each service class over the underlying network infrastructure manually or through RSVP-TE or CR-LDP protocol. In the case of the transmission sub-layer without the MPLS capability, a LBN can also be established in the networking sub-layer based on the rouging information in the transmission sub-layer. The topology design and bandwidth reservation of the LBN depends on the traffic metering and forecasting data, administrative policies and SLA for that service class. And each LBN can be adjusted automatically or manually for LSP protections, capacity changes or network performance optimization in accordance with traffic engineering constraints for the MPLS case.
For service flows belonging to a service class, path selection, resource allocation, admission control and label forwarding are dealt within the same one LBN with MPLS Diffserv support. In the case that the transmission sub-layer is deployed with the MPLS capability and that the MPLS Diffserv technology is applied for the QoS managed traffic whereas the IP Diffserv is applied for the QoS non-managed traffic,within the remaining resource of the underlying network infrastructure, the best effort (BE) traffic without absolute QoS requirements are still routed and forwarded by traditional IP routing and forwarding methods with IP DiffServ support. 

For manageability and stability of the network, IP core networks of a large network provider are divided into multiple administrative domains. Such division may be or not same as that of traditional IP routing domain. A network resource control function entity (NRCF) is deployed to manage all LBNs over each administrative domain. The NRCF records and maintains the network topology and resource database (NTRD) separately for each LBN. Based on the NTRDs, the NRCF makes intra-domain path selection ( in the MPLS case, path selection), resource allocation and admission control for a service flow within its corresponding LBN. As depicted in Figure2, the NRCF entities of different domains interact with each other through signalling to identify inter-domain paths (in the MPLS case, to select the paths) for an inter-domain service flow. 
A variety of service control function entities (SCF) are responsible for controlling various service requests (e.g. voice call setup) initiated by application terminals or servers, identifying the start and end point of each service request, translating number (or name) into IP address, and then sending the resource requests to the NRCF of the origination domain. For the services with QoS requirements but without SCF entities, like point-to-point QoS connectivity services, terminals can initiate a QoS connectivity service request through a QoS signaling protocol. The equipment deployed to process point-to-point or point-to-multipoint QoS connectivity service requests can be viewed as a particular kind of SCF entity. 
In an access network, an access resource control function entity (ARCF) processes access resource requests forwarded from NRCF and makes resource admission control and forwarding priority control to achieve specified QoS level within the access domain.  Due to the diversity of wireless or wireline access technologies, QoS mechanisms in access network are various. 
7.1 Functional Entities in service layer

7.1.1 Service Control Function (SCF)

Service control function includes call/session control function, media service control function, data service control function, VPN service control function and other new value-added service control functions, which involves various kinds of service platforms such as softswitch, application gateway, application proxy, stream media server, video on demand server, and so on.

Session control function processes user service requests (such as call signaling) with end-to-end QoS requirements, identifies the start and end point of each service request, translates number(or name) into IP address and then sends the resource requests through QoS signaling to network resource control function (NRCF).

For the data services with QoS requirements but now without service signalling designed, like point-to-point or point-to-multipoint data delivery service, application can initiate a QoS service request through RSVP, NSIS (that IETF is studying), WEB button or other new end-to-network QoS signaling protocols. (Note: Here RSVP is only used to request a data delivery channel with specific QoS requirements while routers along the way needn’t supporting RSVP for per-flow resource reservations.) The equipment deployed to process these QoS signaling requests received from user terminals can be viewed as a particular kind of SCF.

7.1.2 Service Management Function (SMF)

Service management function mainly includes service provisioning function, service policy management function, registration management function, user database management function, AAA function and OAM function. It receives data requests from and issues responses to SCF.

7.2 Functional entities in transport layer

7.2.1 Network Resource Control Function (NRCF)

Network resource control function residing in a network administration domain processes network resource requests received from SCF and applies a set of QoS control mechanisms on the DiffServ‑enabled IP/MPLS core network to achieve specified QoS level within the domain. It also communicates with NRCF and ARCF in other domains through inter-domain QoS signaling in order to achieve end-to-end QoS level involving multiple domains.

Network resource control function includes resource reservation function, resource admission control function, routing control function, and forwarding priority control function.

On a NRCF entity, the network topology and resource database (NTRD) of each LBN within the domain is recorded and managed separately. The initial NTRD data of a LBN need to be manually configured by administrator according to its capacity planning results.

A NRCF entity receives network resource requests from a SCF entity or other NRCF entity. It processes them and makes path identification (path selection for the MPLS case) and resource admission control by resource calculation within the involved LBN NTRD. Then it notifies the admission responses back to the SCF. At the same time, if a network resource request is admitted, the NRCF also sends QoS control instruction (including the flow description, path attributes (for the MPLS case) and QoS attributes) to the ingress edge or border router.

7.2.2 Network Management Function (NMF)

Network management function mainly includes network provisioning function, policy management function, SLA management function, traffic metering function and OAM function. It receives data requests from and issues responses to NRCF.
7.2.3 Access Resource Control Function (ARCF)

Access resource control function residing in an access network domain processes access resource requests received from NCRF and applies a set of QoS control mechanisms on the wireline or wireless access network to achieve specified QoS level within the access domain.

Access resource control function includes resource admission control function and forwarding priority control function.

Due to the diversity of wireless or wireline access technologies, QoS mechanisms in access network are various. Anyway, ARCF is used to control the QoS treatment of incoming traffic flow within the access network, especially at the edge of the access network.

7.2.4 Access Management Function (AMF)

Access management function mainly includes policy management function and OAM function. It receives data requests from and issues responses to ARCF.
7.2.5 Edge Router (ER)

An edge router that belongs to core network provider is a router whereto access devices belonging to access provider or customer are attached. It must support IP Diffserv and/or MPLS Diffserv and accept the QoS control instruction (including the flow description, path and QoS attributes) from NRCF, and processes the incoming traffic at per-flow level.

An edge router that belongs to access network provider is a router where an access network is connected to a core network. It must support IP Diffserv and accept the QoS control instruction (including the flow description, path attributes (for the MPLS case) and QoS attributes) from ARCF. , and processes the incoming traffic at per-flow level.

When receiving a flow description, path and QoS information from the NRCF, the ingress edge router creates a entry in the traffic classification table to record these information. According to the traffic classification table, the edge router performs flow identification, traffic classification, policing, shaping, queuing, scheduling, labelling (for the MPLS case) and marking and then forwarding the packets to the downstream routers within the corresponding LBN.

When a service flow is terminated, the NRCF instructs the ingress edge router to delete its entry in the traffic classification table.

7.2.6 Border Router (BR)

A border router is a router that belongs to core network provider and interconnects different core network provider domains. It must support IP Diffserv and/or MPLS Diffserv, and processes the incoming traffic at per-class level.

7.2.7 Core Router (CR)

A core router is a router that belongs to core network provider and that is only connected with the routers belonging to the same core network provider domain. It must support IP Diffserv and/or MPLS Diffserv, and processes the incoming traffic at per-class level.

7.2.8 AN (Access Node)

An access node is a device that belongs to access network provider and where customer equipments belonging to a customer premises network are connected. It must support link layer Diffserv (like IEEE802.1p) and accept the QoS control instruction (including the flow description, path and QoS attributes) from ARCF, and processes the incoming traffic at per-flow level.

7.2.9 Customer Premises Equipment (CPE)

CPE is any network communication equipment sited on a customer premises network. This may include simple modems e.g. DSL, multiplexers, routers, switches, telephones, computers, codecs and etc. or complete customer’s local area network.

7.2.10 Transmission Control Function (TCF)

Transmission control function mainly includes optical link configuration and scheduling control function.

Note: Could consider ASON/ASTN/GMPLS related work.

7.2.11 Transmission Management Function (TMF)

Transmission management plane mainly contains transmission layer policy management and OAM function. It receives data requests from and issues responses to TCF.
Note: Could consider ASON/ASTN/GMPLS related work.

8 Interfaces requirements

The interfaces between functional entities in above end-to-end QoS architecture can be numbered as shown in Figure 5.
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Figure 5: Interfaces between functional entities

Considering security and reliability of the architecture, it is necessary to distinguish UNI and NNI. In Figure 5, only Interface A1 and D1 are UNI while others are NNI.
8.1 UNI

8.1.1 Interface A1 between application and SCF

An application initiates a user service request (such as a call request) to SCF through this signaling interface to invoke a subscribed service. Because of diversity of applications, the interface protocols used for this interface are various, such as SIP/SDP, H.323/H.245, WEB or a new end-to-network QoS signaling protocol for "non-signaling designed" services. There is no restriction on it in this architecture.

8.1.2 Interface D1 between CPE and Access node

A CPE sited on a CPN is connected to provider’s network through this media interface. It might be wireless or wireline such as xDSL, HFC, Ethernet and etc.

8.2 NNI

8.2.1 Interface A2 between application server and SCF

An application server (such as a call center) can initiate a service request to SCF through this signaling interface. Because of diversity of applications, the interface protocols used for this interface are various.

8.2.2 Interface A3 between SCF and SCF

SCF communicates with each other through this signaling interface to process an inter-domain user service request. Because of variety of SCF, the interface protocols used for this interface are various, such as SIP/SDP, H.323/H.245 and etc.
8.2.3 Interface S1 between SCF and ARCF
Depending on the service type and the corresponding business model, this interface could be an optional one. SCF may directly send QoS requests to ARCF through the interface S4.
This interface shall support the functions similar to those for Interface S2.
8.2.4 Interface S2 between SCF and NRCF

When received a user service request with QoS requirements, SCF initiates a network resource request to NRCF through this signaling interface.

.


This interface shall support the following functions:

(1) Allow SCF to initiate a resource allocation request to NRCF for an IP service flow
This request may include flow identification, QoS parameters. The QoS parameters may include information such as those defined in Y.1541.

According to the resource allocation request, NRCF allocates the network resource for the IP service flow.

 



(2) Allow SCF to send a bandwidth modification request to NRCF for an IP service flow
For some kinds of services, it may be necessary to modify the bandwidth requirement at anytime during the run-time of a service flow. According to the resource modification request, NRCF modifies the bandwidth allocated at the last time. Many times modification is allowed.

 



(3) Allow NRCF to send an acceptance response to SCF for a resource allocation request or a bandwidth modification request

Upon succeeding in the resource allocation or modification, NRCF shall send an acceptance response to SCF.

 



(4) Allow NRCF to send a rejection response to SCF for a resource allocation request or a bandwidth modification request
Upon failing to meet a resource request or a bandwidth modification request, NRCF shall send a rejection response to SCF.

 


(5) Allow SCF to initiate a resource release request to NRCF for an IP service flow
When a service flow is terminated, SCF shall initiate a resource release request to NRCF. According to the resource release request, NRCF takes back the allocated resource and sends back a resource release confirmation to SCF.
 


(6) Allow SCF to send a resource allocation status query to NRCF for an IP service flow

In case of any change of network resource status (e.g. a link or virtual connection is no longer available due to failure), SCF should be allowed to query NRCF the resource allocation status for an IP service flow.



(7) Allow NRCF to send a resource allocation status report to SCF for an IP service flow

In case of any change of network resource status (e.g. a link or virtual connection is no longer available due to failure), NRCF should be allowed to report the resource allocation status to SCF for an IP service flow.




8.2.5 Interface S4 between NRCF and ARCF

When received a network resource request, NRCF forwards an access resource request to ARCF through this signaling interface.

This interface has the requirements similar to those for Interface S1.

8.2.6 Interface S3 between NRCF and NRCF

NRCF communicates with each other through this signaling interface to process an inter-domain network resource request.

This interface has the requirements similar to those for Interface S1.

8.2.7 Interface C4 between NRCF and Edge router

NRCF sends QoS control instruction at per flow level to Edge router through this control interface. According to the QoS control instruction, the edge router changes its QoS configuration including flow description, bandwidth limitation, priority, routing (for the MPLS case), Diffserv PHB. Network resource status queries and responses are also passed through this interface.

The existing COPS protocol is suitable to be extended for this interface.

This interface shall support the following functions:

(1) Allow NRCF to instruct Edge router to perform the flow identification and specified QoS treatment for an IP service flow
According to a resource allocation request from SCF or adjacent NRCF, NRCF makes resource admission control, routing control, forwarding priority control and media resource control for the service flow. To implement the above control, NRCF must send a QoS perform instruction to routers to modify their QoS configuration and behaviours.

 



(2) Allow NRCF to instruct Edge router to modify the specified QoS treatment for an IP service flow
According to a bandwidth allocation request from SCF or adjacent NRCF, NRCF modifies the bandwidth allocation for the service flow during its run-time. To implement the above modification, NRCF must send a QoS modification instruction to routers to modify their QoS configuration and behaviours.

 



(3) Allow Edge router to send a QoS control response to NRCF for a QoS perform instruction or a QoS modification instruction

 


(4) Allow NRCF to instruct Edge router to cancel the specified QoS treatment for an IP service flow
According to a resource release request from SCF, NRCF takes back the resource allocated for the service flow. To implement the release, NRCF shall send a QoS cancel instruction to routers to modify their QoS configuration and behaviours. And Edge router shall send back a QoS cancel confirmation to NRCF.

 


(5) Resource status report
In case of any change of network resource status (e.g. a link or virtual connection is no longer available due to failure), routers shall send their resource status report to NRCF periodically or in emergency.




8.2.8 Interface C5 between NRCF and Core router

In the MPLS case, NRCF sends QoS control instruction at per aggregate level to core router through this control interface. According to the QoS control instruction, the core router changes its Diffserv PHB. Network resource status queries and responses are also transferred through this interface. This interface has the requirements similar to those for Interface C1.

In the non-MPLS case, NRCF collects the information like routing information from core networks through this control interface. This interface may have the requirements not similar to those for Interface C1.

8.2.9 Interface C6 between NRCF and Border router

NRCF sends QoS control instruction at per aggregate level to border router through this control interface. According to the QoS control instruction, the border router changes its Diffserv PHB. Network resource status queries and responses are also transferred through this interface.

This interface has the requirements similar to those for Interface C1.

8.2.10 Interface C1 between ARCF and Access node

ARCF sends QoS control instruction at per flow level to Access node through this control interface. According to the QoS control instruction, the access node changes its QoS configuration such as flow description, bandwidth limitation and priority. Access network resource status queries and responses are also transferred through this interface.

Due to diversity of access network technologies, the protocols for this interface might be various.
8.2.11 Interface C2 between ARCF and Intermediate device in access network

ARCF sends QoS control instruction to intermediate device in access network through this control interface. According to the QoS control instruction, the access node changes its QoS-related configuration. Access network resource status queries and responses are also transferred through this interface.

This interface has the requirements similar to those for Interface C4.

8.2.12 Interface C3 between ARCF and Edge router

ARCF sends QoS control instruction at per flow level to Edge router at the egress of access network through this control interface. According to the QoS control instruction, the edge router changes its QoS configuration such as flow description, bandwidth limitation and priority. Access network resource status queries and responses are also transferred through this interface.

This interface has the requirements similar to those for Interface C1.

8.2.13 Interface M1 between SCF and SMF

SCF communicates with AAA system and Service Management system through this management interface to achieve QoS-related authentication, authorization and accounting.

The existing RADIUS protocol could be extended for this purpose.

8.2.14 Interface M2 between NRCF and NMF

NRCF communicates with QoS policy server and Network Management system through this management interface.

The existing LDAP protocol could be extended for this purpose.

8.2.15 Interface M3 between ARCF and AMF

ARCF communicates with QoS policy server and access network management system through this management interface.

The existing LDAP protocol could be extended for this purpose.

8.2.16 Interface D2 between Edge router and Edge router

Access network is connected with core network through this media interface. It might be Ethernet, POS, ATM and etc.

8.2.17 Interface D3 between Border router and Border router

Core networks are interconnected with each other through this media interface. It might be Ethernet, POS, ATM and etc.

8.3 
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10 Control procedures
10.1 Control procedures for service requested QoS
In Figure 4, the following control actions are taken when a user service request is initiated to SCF by an application terminal or an application server.

1)
When receiving a user service request (e.g. a VoIP call setup), SCF (e.g. Softswitch) processes call signaling and service control. At the same time it initiates a network resource request to NRCF that contains the flow description and QoS requirements.

2)
When receiving a network resource request from SCF, NRCF communicates with ARCF and adjacent NRCF to make resource admission control, routing control and forwarding priority control for the service flow. If the resource request is admitted, NRCF instructs the ingress edge router to perform the flow identification and specified QoS treatment for the service flow. If necessary, NRCF also instructs core routers and border routers to modify their QoS configuration and PHB behaviors.

3)
When receiving an access resource request forwarded from NRCF, ARCF instructs the access devices to perform the flow identification and specified QoS treatment within the access domain for the service flow.
4)
When a user service is terminated, SCF initiates a resource release request to NRCF. NRCF communicates with ARCF and adjacent NRCF to release the allocated resources, and instructs access devices and routers to cancel the flow identification and specified QoS treatment for the service flow.
Depending on the service type and the corresponding business model, SCF may directly send QoS requests to ARCF through the interface S4.

10.1.1 Control procedure for a unidirectional end-to-end QoS path

[image: image8.png]// /





Figure 6: Control procedure for a unidirectional end-to-end QoS path
When SCF receives a service request with end-to-end QoS requirements, the following steps are taken. By this signaling procedure, a unidirectional end-to-end QoS path is established for the service flow.

(1) SCF initiates a resource request to the source NRCF1 (that is the nearest NRCF to source terminal) for the service flow. NRCF1 makes QoS control for the service flow within its local domain.

Note that if there is an ARCF1 near to the source terminal, the steps as (2A), (3A), (4A) and (5A) are taken before step (2). Otherwise, they could be omitted.

(2A) NRCF1 forwards the resource request to ARCF1. ARCF1 makes QoS control for the service flow within its access network.

(3A) ARCF1 instructs the source AN to perform the flow identification and the specified QoS treatment for the service flow.

(4A) AN sends a response back to ARCF1.

(5A) ARCF1 sends a response back to NRCF1.

(2) NRCF1 forwards the resource request to the intermediate NRCF2. NRCF2 makes QoS control for the service flow within its local domain.

(3) NRCF2 continues to forward the resource request to the destination NRCF3. NRCF3 makes QoS control for the service flow within its local domain.

Note that if there is an ARCF2 near to the destination terminal, the steps as (4B), (5B), (6B) and (7B) are taken before step (4). Otherwise, they could be omitted.

(4B) NRCF3 forwards the resource request to ARCF2. ARCF2 makes QoS control for the service flow within its access network.

(5B) ARCF2 instructs the ingress ER of the destination access network to perform the flow identification and the specified QoS treatment for the service flow.

(6B) ER sends a response back to ARCF2.

(7B) ARCF2 sends a response back to NRCF3.

(4) NRCF3 sends a response back to NRCF2.

(5) NRCF2 sends a response back to NRCF1.

(6) NRCF1 instructs the ingress ER to perform the flow identification and the specified QoS treatment for the service flow.

(7) The ingress ER sends a response back to NRCF1.

(8) NRCF1 sends the result OK of the resource request back to SCF.

Note that if any one of the above steps fails, the signalling procedure will be terminated as soon as possible and the result Fail of the resource request will be sent back to SCF.

10.1.2 Control procedure for a bidirectional end-to-end QoS path
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Figure 7: Control procedure for a bidirectional end-to-end QoS path

The purpose of the signaling procedure for a bidirectional end-to-end QoS path as shown in Figure 8 is mainly to accelerate the QoS signaling process and reduce delay of the call establishment process.

The main difference between bidirectional QoS path establishment and unidirectional path establishment could be summed up as follows:
1.
The signaling messages should contain the QoS parameters of both directions.

2.
The ingress points of both directions of a bidirectional service flow in the access network and core network should be controlled at the same time.

10.1.3 Control procedure for seeking the source NRCF
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Figure 8: Control procedure for seeking the source NRCF

In some cases, the domain division of the network layer is different from that of the service layer. So SCF doesn’t always know where the source NRCF for each service flow is located.

In this case, SCF only needs to initiate a resource request to any NRCF and the resource request will be transferred to the source NRCF through the signaling procedure for seeking the source NRCF as shown in Figure 8. When the source NRCF receives that resource request, it will start a normal procedure as shown in Figure 6 or 7.
10.2 Control procedures for user requested QoS

Editor’s notes: For the follow scenario – user requested QoS, the control procedures is to be completed in this section.
Scenario 2 - User requested QoS: The user terminal or the home gateway is able to send its own explicit QoS needs through a specific QoS signalling to request resource reservation (and commitment) for a service, but before doing this, prior authorization for the service from the Service controller is required. This request could be managed in the Access Network with authorization of the Network Resource Controller (as in UMTS network) or directly by the Network Resource Controller.
11 QoS mechanisms

11.1 QoS mechanisms in core network

The existing voice, video and data services can be roughly sorted into the following kinds.

a)
Interactive real-time services

b)
Stream media services

c)
Non-real-time data services

d)
VPN services.

According to their delivery characteristics, these services should be economically allocated bandwidth resource with different reliability and transport delay, appropriately use different forwarding and routing mechanisms, and then be charged different rate.

Generally, these services could fall into two QoS coarse categories:

1)
Real-time services with absolute QoS requirements

2)
Non-real-time services with relative QoS requirements

Considering scalability and currently wide support of MPLS and DiffServ in IP networks, the connection-oriented MPLS QoS mechanisms (such as MPLS DiffServ, MPLS TE and DiffServ-aware MPLS TE) may be used to assure absolute QoS while the connectionless IP QoS mechanism (such as IP DiffServ and TE) may be used to assure relative QoS.

11.1.1 Resource management
Resource management is effective in achieving connection-level and packet-level QoS objectives, as well as key service, normal service, and best effort service differentiation.
Generally, core network consists of multiple network administration domains which belong to different network providers. And for manageability and stability of the network a large network provider also need divide its network into multiple administrative domains based on geographic distribution.
A NRCF entity is deployed to manage all LBNs over an administrative domain. The NRCF entity records and maintains a network topology and resource database separately for each LBN. Based on the database, NRCF makes intra-domain resource admission control, routing control and forwarding priority control for a service flow within its corresponding LBN.
To strictly ensure reliable transmission of the traffic with QoS requirements over IP network, it is necessary to separate such traffic from the best effort traffic on the resource allocation and routing aspects. 
(1) In the case that the transmission sub-layer has the MPLS capabilities, within each network domain, MPLS technology is used to implement network resource isolation between the different QoS service classes defined in section 8. Depending on traffic metering and forecasting, administrative policies and SLA, administrator makes capacity planning including existing and predicted traffic patterns, topology, routing design, and etc. for each QoS service class.

According to the results of capacity planning, MPLS LSP technology is used to pre-provision a logical bearer network (LBN) for each QoS service class over the underlying IP network. For service flows belonging to the same QoS service class, resource admission control, routing control and forwarding priority control are dealt within the same one LBN.

The topology and bandwidth reservation of each LBN can be adjusted automatically or manually in accordance with measurement-based TE constraints (e.g. EF traffic cannot exceed 30% of the physical link bandwidth) for reason of LSP protections, capacity changes or network performance optimization. For network reliability and simplicity, it should keep relatively steady and not be very frequent based on traffic metering and forecasting results. The LBN adjustment might be day‑to‑day, week-to-week or month-to-month.
Within the remaining resource of the underlying packet networks, BE traffic without QoS requirements are still routed and forwarded by conventional IP routing and forwarding methods with IP DiffServ support.
(2) In the case that the transmission sub-layer is not required to have the MPLS capabilities, within each network domain, Diffserv technology with the admission control defined in section 12.1.x achieves the network resource isolation between the different QoS service classes defined in section 8. Depending on traffic metering and forecasting, administrative policies and SLA, administrator can make capacity planning including existing and predicted traffic patterns, and etc. for each QoS service class. According to the results of capacity planning, the priority control defined in section 12.1.5 may be performed with the modification of the priority for each traffic class. For service flows belonging to the same QoS service class, resource admission control, and forwarding priority control are dealt within the same one LBN.

The topology and bandwidth reservation of each LBN can be adjusted automatically or manually in accordance with measurement-based TE constraints (e.g. EF traffic cannot exceed 30% of the physical link bandwidth), changes of priority settings or network performance optimization. For network reliability and simplicity, it should keep relatively steady and not be very frequent based on traffic metering and forecasting results. The LBN adjustment might be day to day, week-to-week or month-to-month.
The traffic with QoS requirements are mapped to the priority classes (if resources are available) and the BE traffic without QoS requirement are mapped to the BE class. The traffic, which have QoS requirements but cannot be allocated the resources through the admission control, may be mapped to the BE class.

11.1.2 Resource reservation
This section describes the pre-provisional resource reservation in the transmission sub-layer, which is applied in the MPLS case. 
As concluded and recommended in ITU-T E.360.3, bandwidth reservation is critical to the stable and efficient performance of TE methods in a network, and to ensure the proper operation of multi‑service bandwidth allocation, protection, and priority treatment. Per-virtual-network bandwidth reservation is essentially equivalent to per-flow bandwidth reservation in network performance and efficiency. Because of the much lower process burden, less reservation states, more stable management, per-virtual-network bandwidth reservation is preferred to per-flow reservation.

Referring to the traditional PSTN architecture which consists of local exchange, transit exchange, toll exchange and trunks between exchanges, a logically independent LBN is pre-provisioned for each QoS service class over the underlying IP network.

[image: image11.bmp]Figure 9: A logical bearer network (LBN) pre-provisioned with MPLS LSP technology

As depicted in Figure 6, a logical bearer network consists of edge routers, intermediate transit routers and LSPs between nodes. Edge routers serve as local exchanges. Transit routers serve as transit exchanges, which are some core routers designated according to the results of capacity planning. Border routers serve as toll exchanges. The label switched paths (LSP) between these routers serve as trunks, which joint and converge at transit routers. The LSP bandwidth and other QoS attributes are configured. The LSPs may be statically configured or automatically set up with RSVP-TE/CR-LDP according to capacity planning and traffic metering data.

For LSP protection or capacity change, MPLS TE can be deployed to dynamically adjust and maintain the LBN topology and bandwidth by applying such as LSP fast reroute technology and etc.
11.1.3 Admission control
Admission control is the basic function of NRCF, which allows for applying most of the other QoS controls and efficiently avoids congestion and packet loss. Normally resource admission control is resource-based and policy-based.
NRCF records and maintains the network topology and resource database separately for each LBN. In the MPLS case, the initial resource data of a LBN can be manually configured by administrators according to its capacity planning results.

NRCF receives and processes network resource requests from SCF or from adjacent NRCF. It makes admission control through resource calculation according to the network topology and resource database of the proper LBN. Then it responds back to SCF whether OK or Fail.

And if a resource request for a service flow is accepted, NRCF instructs the ingress edge routers to perform the flow identification and the specified QoS treatment (such as bandwidth, routing (for the MPLS case), priority, etc.) for the service flow. In the non-MPLS case, when required resources cannot be allocated, the request is not completed through the admission control or is assigned the lower priority class with the notification in the control signalling.
If necessary, NRCF can also make the approximate admission control on the remaining network resource for BE traffic with IP DiffServ support.

11.1.4 Routing control
Routing control is necessary for meeting the delay and jitter limitation and reliability requirements of QoS services, because different routing path has different transfer delay and reliability.

In the case of the IP network without MPLS capability, the routing paths are decided hop‑by-hop by IP routers and Layer 3 switches through conventional IP routing protocols (e.g. OSPF).

In the case of the IP network with MPLS capability,  the routing paths are decided edge‑to-edge or end-to-end by NRCF according to the network topology and resource database of the proper LBN. The path selection algorithms used by NRCF might be fixed, time-dependent or state-dependent. The MPLS flow labelling technique is used to speed up routing and forwarding. If a resource request for a service flow is accepted, NRCF sends the path information of the flow to the ingress edge router. The path information is an index number of flow label which represents a unique concatenated LSP set from the flow’s ingress edge router to its egress edge router over core network.

11.1.5 Forwarding priority control
Forwarding priority control is also necessary for meeting packet loss, delay and jitter limitation requirements of QoS services. Forwarding priority levels is defined in Section 8.

In the case of the IP Diffserv capability,  the priority level (including scheduling priority and loss priority) is marked in IP head by edge router. NRCF can instruct routers to set and modify their IP Diffserv PHB configuration.

In the case of the network with MPLS Diffserv capability, the priority level (including scheduling priority and loss priority) is marked in MPLS labels by edge router. NRCF can instruct routers to set and modify their MPLS Diffserv PHB configuration. Each LBN may have only one priority level or several priority levels. If a resource request for a service flow is accepted, NRCF sends the QoS parameters of the flow to the ingress edge router. The QoS parameters contain the bandwidth, service class, priority level and so on.
When a service flow enters the network, the ingress edge router identifies its traffic with the flow description (generally is 5-tuple), labels them with the labels path, marks them with the QoS class and priority parameter, and leads them into the proper LBN. When the flow transits across the intermediate routers along its path, these routers forward its packets according to the labels and priority in their heads.

11.2 QoS mechanisms in access network

Due to the diversity of wireless or wireline access technologies, QoS mechanisms in access network are various.

Refer to ITU-T Y.123.qos for QoS mechanisms in Ethernet-based IP network.

11.3 Inter-domain QoS mechanisms

11.3.1 Inter-domain/inter-area QoS within a network provider

In the MPLS case, for inter-domain QoS within a network provider, Packets need not to be remarked when entering another domain within the same network provider, and LSP can be used to concatenate LBNs of the same QoS service class. Border routers can serve as transit exchanges or toll exchanges.
NRCF maintains an inter-domain routing table that is only used to find out the adjacent downstream NRCF for an inter-domain service flow. In the case of the network with MPLS Diffserv capability, it also negotiates with the adjacent downstream NRCF through a QoS signaling protocol to select an inter-domain LSP between their domains for each inter-domain flow.

The inter-domain routing table on NRCF might be manually configured or automatically generated through running a dynamic routing protocol between NRCF entities such as E-BGP or others. It need further study and experiment in different network environment.

TBD.

11.3.2 Inter-domain QoS between different network providers

For inter-domain between different providers, the native IP routing and SLA is used at concatenation point between two domains.
Normally, there are application gateways and border routers between different network providers, which interlink through the fixed link resources with the specified inter-network SLAs. Different network providers may deploy different QoS mechanisms in their networks.

In order to support the service flows travelling across multiple network provider’s networks, SCF belonging to different service providers must interwork to transfer the user service request signaling. And their network layer must internetwork to transfer the service traffic. However, their NRCF may interwork or not, because some providers may not deploy NRCF entities in their network. If interwork, these NRCF could only exchange and validate the inter-network SLA. In this case, NRCF only manage the intra-network link resource, whereas application gateways or border routers manage the inter-network link resource by the specified SLAs. An application gateway or border router acts as the ingress or egress edge router.

TBD.

12 Interaction with AAA system

To support usage-based billing model and QoS value-added services billing.

For flexibility to support pre-pay, port-pay, flat-rate, interconnect retail or wholesale billing.
It concerns Interface M1 between SCF and SMF, Interface M2 between NRCF and NMF, Interface M3 between ARCF and AMF in Figure 5.

TBD.

13 Interaction with network management system
To support metering, policy, configuration, service protection, service restoration and SLA.

It concerns Interface M1 between SCF and SMF, Interface M2 between NRCF and NMF, Interface M3 between ARCF and AMF in Figure 5.
TBD.

14 Reliability






This section is about reliable service protection and rapid service restoration from the failure of an end-to-end QoS architecture. In user/data plane, the reliability and OAM function of routers is of much concern. In control and management plane, the reliability and backup of centralized admission control and resource management entities is of much concern. The interaction between different sub-layers may also make effects on the systematic reliability. 

In the end-to-end QoS architecture described in this recommendation, the key function physical entities could be multihomed for redundancy backup. That is, a AN could be connected to multiple ERs; an ER/AN could be connected to multiple RCFs in a domain; a SCF could be connected to multiple RCFs; a RCF could be connectted to multiple RCFs in other domains. The redundancy of the physical entities could be more or less according to the network requirements. 

The data consistency check by background process is used for avoiding the resource deadlock.

Routers should support MPLS OAM mechanisms at least including MPLS LSP fast failure detection and protection switching in conformance to ITU-T Y.1711 and Y.1720.

If a LSP is detected in failure, all service flows borne on the LSP should be rerouted rapidly if not receiving the call release form SCF. If the failure LSP is configured with one or more backup LSP, these flows traffic should be switched into the backup LSP rapidly and reliably. 
If the failure LSP is configured without any backup LSP, RCF should immediately select the new paths for these flows traffic and release the previously selected paths resource. It is desired to seek the equivalent path to the previous failure path in the same domain for a service flow as much as possible. For the fast path reselection, a routing matrix table may be used to calculate and store the equivalent paths for a service flow so that the path can be recalculated and switched partially instantly according to the service type, available resource, policy, specific QoS requirement and so on.

If needed, the key function physical entities could be installed with one or more backup entities working in the active-standby mode or in the load-balancing mode, such as RCF, Edge Router and Transit router. 
The cooperation and interaction between multi-layer protection mechanisms is for further study. 
15 



16 Security consideration
The QoS architecture described in this recommendation enhances the security of IP networks. And it does not raise any new security issues to IP networks.



MPLS technology may be used to implement network resource isolation between the different service classes. It could prevent from the vulnerable best-effort traffic intruding into the reserved resource of LBN. 

If resource requests are initiated by service control function not by hosts, it could prevents from the malicious resource requests and the resulting illegal excessive resource reservation, exhaustion and even DoS (denial of service). All of resource requests are triggered after the service requests have passed the user authentication and authorization.

Admission control could be helpful against fabrication attacks, unauthorized traffic and the resulting congestion. Traffic marking is done or checked by edge routers. And the mark is trusted and reused by core routers.

QoS signalling could be out-of-band and path-decoupled, which can be delivered on the dedicated link with security encryption. Access nodes, edge routers and service control function should protect themselves from DoS attacks.

Still, the conventional network security mechanisms such as firewalls, intrusion detection software (IDS) and proxies need to be used against network attacks. If needed, authentication and integrity mechanisms could be used to protect UNI and NNI from interception, modification and fabrication attacks. 
17 Interworking with  other QoS architectures



TBD.
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