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    BLURRING BOUNDARIES: GLOBAL AND REGIONAL IP INTER-

CONNECTION 
 
 

Author: Dennis Weller, Senior Advisor, Navigant Economics 

1. Introduction 

 The growth of the Internet since it was made commercially available in the early 1990s has been perhaps the 
most influential economic and social event of our time.  The volume of IP traffic exchanged in 2010 was 1,200,000 
times greater than in 1994.1  This growth has been intensive: twenty households with average levels of Internet 
usage today generate more traffic than the entire Internet carried in 1994.  Growth is also extensive, as broadband 
take-up has increased and the geographic reach of the Internet has expanded around the world. The Internet has 
created unprecedented opportunities for development, while at the same time challenging firms and governments 
by disrupting older business models and policy frameworks. Internet penetration, however, varies widely around 
the world, with much lower rates in developing countries (typically 10 times lower than mobile penetration rates). 

 The success of the Internet has been made possible by many factors, including the development of an efficient 
global market for connectivity through commercial agreements for the exchange of IP traffic.  The basic model of 
peering and transit is now so well understood that the vast majority of peering agreements can be concluded on a 
handshake basis, without the need for a written document.  The IP traffic exchange model has evolved over time to 
meet the needs of the Internet community.  That process of adaptation is continuing today as new patterns of use 
drive structural change in the Internet ecosystem.  This paper will review the current state of the market, and the 
forces that are likely to challenge it in the future. 

 As the Internet converges with, and displaces, older models of communication, the IP model of traffic exchange 
collides with the regulatory framework designed to promote policy goals in the traditional environment.  This paper 
will examine the challenges faced by policy makers seeking to achieve those goals in the new environment, without 
interfering with the creativity, efficiency, and openness that has allowed Internet to deliver benefits to more than 
two billion users.  Particular emphasis will be placed on the process of extending those benefits in greater measure 
to emerging economies through the development of the Internet ecosystem in-country and in-region. 
  

2. Development of the IP market  

2.1 Growth 

From 1994 to 2010, the average annual growth in Internet traffic was about 140 per cent per year.  Over the last 
five years of that period (1996-2010) traffic grew eightfold, or an average of about 50 per cent per year.2  While the 
rate of growth has moderated, it is still remarkable for a system as big as the Internet has now become.  For the 
period 2011-2016, Cisco forecasts that traffic will increase by a factor of four, to a total in 2016 of 1.3 zettabytes.3 

As shown in Figure 1, Cisco predicts that that mobile data will be the fastest growing type of Internet traffic, at a 
compound annual growth rate (CAGR) of 78 per cent.  By region, North America and Europe are expected to grow 
at 22 and 27 per cent, respectively.   Traffic in the Asia-Pacific region, which is about equal to North America today, is 
forecast to grow at 31 per cent, and will thus be half again as great as that of North America by 2016.  Other regions 
are forecast to make up ground through still faster growth. 
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Figure 1: Global IP Traffic, 2011-2016 

 

Source: Cisco VNI,2012 

      2.2 Performance 

The global market for IP connectivity has performed very well over time.  It has produced lower prices, directed 
resources efficiently, called forth the investments necessary to keep up with the dramatic growth in traffic, and ena-
bled the extension of the Internet to users around the world.  The growth of peering, reductions in transit prices, 
proliferation of exchange points, and the development of content delivery networks (CDNs) have combined to re-
duce the cost and increase the quality of internet connectivity.  If the connectivity necessary to carry the volume of 
traffic the Internet handled in 2010 were priced at the wholesale interconnection rates in effect in 1994, the global 
bill would be USD 16 Trillion, or slightly more than the GDP of the United States. 

Prices for transit service have declined every year.  Transit can now be purchased in larger markets for about 
two USD per megabit  per month, depending on volume and other terms of the agreement, with some prices as 
low as USD 0.50.   To put this into perspective, and to permit a crude comparison with price levels familiar in the 
traditional telecom space, these prices can be stated in the form of a per minute wholesale rate for the global 
transport and termination of voice traffic to any customer in the world.  Even at the higher figure of USD 2, the 
voice equivalent would be about USD 0.0000008, at least five orders of magnitude lower than wholesale rates 
common in traditional telecom markets.  This reflects in part the efficiency of IP networks, but also the fact that IP 
markets for the exchange of traffic have performed far better than those for traditional circuit-switched (TDM) traf-
fic.4  But transit prices also vary substantially by location and volume, reflecting differences in the weighted average 
distance the traffic must travel, scale economies, and market conditions in-region.  These factors will be  discussed 
in a later section of this paper, the experience of different countries will be reviewed, and best practices to address 
these challenges will be considered. 

For a time after the telecom bubble burst in 1999-2000, some observers feared that the decline in transit prices 
was a temporary phenomenon driven by the excess capacity built up during the previous boom.  It’s now clear that 
these low prices are a long-term, sustainable trend that has been maintained for many years.  As will be discussed 
below, investment has been forthcoming in recent years to build new Internet assets, including long-haul undersea 
cables. 
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       2.3 Structure 

The market for IP connectivity has evolved continuously over time, driven by changes in patterns of use (dis-
cussed below) and by the need to minimize costs and improve quality.   

Peering.  Through the continued expansion of peering, Internet Service Providers (ISPs) have disintermediated 
transit providers, reduced their transit expense, and increased their ability to deliver traffic directly to other net-
works.5  The vast majority of Internet traffic now completes without touching any of the major backbone networks.  

A recent survey of ISP networks gathered information about Internet peering agreements.6 Responses were re-
ceived from 4,331 different ISP networks, or approximately 86 per cent of the world’s Internet carriers, incorporated 
in 96 countries, including all 34 members of the OECD and seven of the UN Least Developed Countries.  Information 
was collected on 142,210 peering agreements.   

The survey results indicate a highly developed market in which the terms of basic peering agreements are well 
known, and transaction costs are kept to a minimum.  Only 698 of the agreements in the sample (0.49 per cent) 
were formalized in written documents.  The other 141,512 (99.51 per cent) were “handshake” agreements in which 
parties agreed to commonly understood terms without creating a written document.   Almost all of the agreements 
(99.73 per cent) had symmetric terms and were settlement-free.  Only 374 agreements (0.27 per cent) included 
asymmetric terms such a compensation (or “paid peering”) or minimum peering requirements imposed by one 
party on the other. 

A surprising result of the survey was the prevalence of multilateral agreements, in which many ISPs meeting at 
an interexchange point (IXP) join a single agreement, rather than establish bilateral agreements with each of the 
other parties.  The majority of the Autonomous System pairs observed in the sample were connected through mul-
tilateral agreements.  The use of multilateral agreements can further reduce transaction costs.  In some IXPs, a net-
work is required to join the multilateral agreement as a condition of joining the exchange. 

 

Figure 2: Probability of selection of a country of governing law; ten most likely and ten least-likely countries 

 

Source: Woodcock and Adhikari 

Peering agreements generally specify a country whose laws will govern in the event of a dispute between the 
parties.  Within the sample, the country of governing law in every case was also the country in which at least one of 
the parties was based.  In other words, unlike some other markets (such as ocean shipping, for example) there does 
not appear to be any “third party” country that attracts firms not incorporated there to employ its legal framework 
for this purpose.  However, the data do show clear preferences, with some countries being more likely to be chosen 
if one of the parties is incorporated there, and others less likely.  Figure 2 shows the ten countries with the highest 
probability of being chosen, and the ten least likely.  In nearly every agreement in which one of the parties is incor-
porated in the US or Canada, that country is selected as the country of governing law.  On the other hand, there are 
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some countries in which no agreements in the data set were selected for an agreement where one of the parties 
was incorporated outside this group, due to the the unattractiveness of their legal frameworks..   

 Networks may pursue different interconnection strategies.  Figure 3 shows a distribution of the networks in-
cluded in the survey, by the number of prefixes each network advertises (on the  Y-axis) and the number of inter-
connection partners each network has reported (on the X-axis).  The vertical cluster to the left of the Figure (circled 
in red) includes most of the large incumbent and global backbone networks.  These large networks reach a wide 
universe of prefixes, but do so using a very limited set of interconnection partners.  Outside this group, the red trend 
line on the Figure shows the number of interconnection agreements increasing as a network advertises more pre-
fixes.  These networks make increased use of peering to obtain the connectivity they need, and to reduce their reli-
ance on transit.  There is an interesting contrast between the older, “tier 1” networks, and large content-distribution 
networks (CDNs).  CDNs that are comparable in size to the large tier 1 carriers have very broad interconnection ar-
rangements, in terms of both the number and the geographic diversity of their interconnection partners.  In this 
they follow the trend line on the Figure much more closely than do the Tier 1 carriers.  This represents a clear dif-
ference in strategy, as well as the success that large CDNs have had in negotiating peering agreements with local 
access (“eyeball”) networks.  Finally, the other vertical clusters in Figure 3 represent multilateral peering agree-
ments at large IXPs.  The Hong Kong Internet Exchange, for example, has 144 participants. 

 Since peering and transit are substitutes for one another, as networks grow, as the price of transit falls, and as 
the costs of implementing peering arrangements change, these networks may adjust the amount of transit they 
buy, and “groom” their peering agreements, to roughly equate the cost at the margin of peering and transit in order 
to minimize their overall cost of connectivity.  Both peering and transit are subject to scale economies.  The cost of 
peering will generally fall as increasing volume allows the physical arrangements for peering to be utilized more 
efficiently.  The cost of transit will generally fall with contract commitments for larger volume and a longer term. 

Figure 3: Number of advertised prefixes (Y-axis) over number of interconnection partners (X-axis) per carrier 

 

Source: Woodcock and Adhikari 

 

 Internet Exchange Points (IXPs).  Two IP networks can meet and exchange traffic at any point they choose.   
However, by establishing a common point where multiple networks can meet it is usually possible to achieve great-
er scale and scope economies and reduce transaction costs.  This is done through the use of IXPs.   

 When the Internet was first made commercially available it was very US-centric, and much of the traffic gener-
ated by European networks had to travel to the US to be exchanged, even if the traffic was addressed to a terminat-
ing point in Europe.  This round-trip process, called “tromboning” adds cost and reduces quality by adding to the 
delay in transmission, or latency.  As the Internet grew in Europe, and IXPs were established there, the need for 
tromboning diminished, and European IXPs became magnets for investment in Internet assets.  Today, Europe has 
137 IXPs, including seven of the ten largest in the world.  Similarly, as Internet activity has grown in Eastern Europe, 
the center of gravity has moved eastward, with large IXPs in cities like Prague and Sofia.  At the same time, a similar 
process was taking place in the more developed countries of Asia-Pacific. 
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 As the Internet has grown extensively in different regions around the world, this process of developing Internet 
resources and scale in-region has been repeated, with IXPs playing a key role.  If there is not a convenient exchange 
point where traffic can be exchanged in-country or in-region, then traffic between two local subscribers may be 
tromboned to a distant exchange.  For example, traffic within a Latin American country may be exchanged in Miami, 
or traffic local to a country in sub-Saharan Africa may be exchanged in Amsterdam.   

 The establishment of an IXP in-country or in-region can become part of a virtuous circle of investment and de-
velopment of Internet assets.  To the extent that local traffic can be exchanged at a convenient IXP, transit expenses 
can be reduced, and capacity on undersea cables can be used for long-haul traffic that needs it.  Quality is improved 
when the route-miles the traffic must traverse, and the number of “hops,” are reduced, thereby reducing latency.  
Research has shown that uptake of broadband and the usage of latency-sensitive applications, such as VoIP and 
video, increases when latency is reduced.7  In this way, improvements in quality made possible by more direct rout-
ing can translate into increased domestic demand and revenues for ISPs and content providers. 

 The availability of a convenient domestic hub with access to domestic networks can also create incentives for 
global networks, CDNs, and content providers to establish a presence at the in-country ISP.  Google, for example, 
has invested in caches to localize content in emerging economies.    Similarly, domestic websites who have previous-
ly paid web hosting fees and transit to have their sites hosted abroad can save those costs, and increase quality, buy 
having them hosted locally.  Having a convenient point nearby to drop off traffic may give domestic networks great-
er flexibility to optimize their routing and balance responsibility for transport costs when peering with international 
networks.  By aggregating traffic at an IXP, participants may be able to negotiate better terms on larger purchases of 
transport services, and attract additional investment in domestic transport.  Localizing the exchange of domestic or 
regional traffic at an IXP also protects those communications from the possibility of any interruption of service on 
undersea cables.  Having a convenient point nearby to drop off traffic may give domestic networks greater flexibility 
to optimize their routing and balance responsibility for transport costs when peering with international networks.  
The development of Internet assets in-country can also encourage investment in complementary business devel-
opment and investment in domestic access networks, IT-related businesses, and domestically-produced content.  
The availability of an IXP may also facilitate efforts by government to deliver services online. 

 An IXP cannot produce miracles by itself. For example, if participation in a domestic IXP is very costly, and do-
mestic transport to reach that IXP is limited and expensive, then it may still be cheaper to trombone the traffic for 
exchange at a distant point. But an IXP can play an important role in a larger process of liberalization and market 
development. 

 At the other extreme, it is possible for a region to be oversupplied with IXPs, and some observers believe that 
this might be the case in Europe today.  While having convenient points to aggregate and exchange traffic may re-
duce costs, as IXPs proliferate within a region it becomes more difficult for each of them to reach an efficient scale, 
resources are spent on transport links among them and ports for those links, and for any given network the cost of 
maintaining a presence at multiple IXPs may become burdensome.  For similar reasons, in emerging economies 
where traffic volumes are initially low, it may be more useful to think in terms of regional IXPs where traffic from 

Figure 4: Annualized percentage growth in domestic Internet Bandwidth production, grouped by region, 2005-
2010 

 

Source:Weller and Woodcock (2012), based on data from Packet Clearing House 
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neighboring countries can be aggregated and exchanged, and the development of regional, cross-border transport 
arrangements may be important to allow such an IXP to succeed. 

 IXPs, more than 350 in all, have now been created in many countries around the world.8  Yet more than half the 
countries in the world still have no IXP within their borders.9  Figure 4 shows the growth of IXPs in different coun-
tries, grouped by region.  Domestic Internet bandwidth production is a measure of the aggregate cross-section ca-
pacity of the switching fabrics of the IXPs within each country.  The annualized growth rates in that measure over 
the five years 2005-2010 range from less than 20 per cent to 1,470 per cent (in Russia).   Several african countries, 
including South Africa, Uganda, and Egypt, grew at more than 400 per cent. 

 Content Delivery Networks.  Over the last decade, a new category of service provider has developed on the 
Internet -- the content delivery network, or CDN.  A CDN provides resources to enhance the quality of delivery for 
Internet content.  The two main quality-enhancing elements are more direct routing, to reduce distance and the 
number of hops, and the caching of content close to the recipient of the content.  Caching reduces latency by allow-
ing frequently-accessed content to be stored nearby, and reduces transport costs by limiting the need to retrieve 
the content repeatedly from a remote source. 

 Stand-alone CDNs like Akamai and Limelight were early, and very successful, providers of these services.  A 
2009 study by Atlas Internet Observatory estimated that the top five “pure-play” CDNs -- Limelight, Akamai, Pan-
ther, BitGravity, and Highwinds -- represented 10 per cent of Internet traffic.10  Total CDN traffic has increased from 
20-30 per cent of the traffic on Internet backbones in 2010 to 35-45 per cent in 2012.  Today it is more helpful to 
think of CDN functionality as a business in which many providers participate, including stand-alone CDNs, content 
aggregators like Google, backbone companies like Level 3, and local access providers including incumbent telcos 
and cable companies.  Google self-provides CDN services on a very large scale, becoming in the process the second-
largest network on the Internet.  Netflix is one of the largest providers of online movies in the US, and is rapidly ex-
panding into other countries.  It has been a customer of CDNs like Akamai and Level 3 to deliver the billion hours of 
video it streams every month.  In June of 2012 it announced its own CDN, called Open Connect, which already car-
ries 5 per cent of its traffic.11  YouTube, another large online video provider now owned by Google, has had a similar 
arrangement for some time.  Recent acquisitions by backbone companies appear to have been motivated, at least 
in part, by the CDN businesses of the acquisition targets.  This would include Level 3’s purchase of Global Crossing, 
and Tata’s purchase of BitGravity.   

 The rise of CDNs has been driven by, and has also supported, the change in the services provided over the In-
ternet described in the next section.  As the mix of services has shifted, and as those services as well as CDN func-
tions have been supplied by different entities, the distinctions between backbone networks, access networks, and 
media companies have blurred. For example, Comcast’s role in this universe has changed substantially in a short 
time. In 2007 it was primarily a local cable operator, lacking its own backbone facilities, mainly focused on residen-
tial video and broadband services and highly dependent on upstream transit suppliers. By 2009 it had become a 
major provider of voice services, a net exporter of traffic, the sixth largest network by traffic volume, and the largest 
user of IPv6 addresses on the Internet. 

 CDNs have, like the growth in peering, changed the topology of the Internet, flattening its structure, providing 
more direct delivery of traffic, and further disintermediating the providers of transit.  While the market for Internet 
connectivity is often described as a hierarchical world with a rigid structure of Tier 1 and Tier 2 carriers, that picture 
is no longer accurate.  As will be discussed below, the development of CDNs has set up an interesting process of 
negotiation to reset the terms of trade for the various parties along the value chain between content creators and 
local access networks.  Through that process, the market for IP traffic exchange is beginning to generate answers to 
many of the questions raised in the debate surrounding net neutrality.12 

 For emerging economies seeking to create a virtuous circle of investment and growth, CDNs  present some new 
opportunities for partnership.  The purpose of a CDN is to deliver content directly to the terminating access net-
work.  They therefore provide the transport to a point in or near the terminating network, thus covering what has 
been a significant cost for networks in developing countries.  They provide alternatives to the transit providers, yet 
they are not in the transit business.  Google, for example, does not seek, or accept, traffic from other networks.  Its 
model is to peer with the terminating network, rather than to charge it for transit.  The percentage of Google traffic 
delivered via direct peering increased from 30 per cent in 2008 to over 60 per cent in  2011.13  The willingness of 
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large CDNs to peer with smaller networks, and to invest in caches in IXPs within developing countries, makes them 
potentially significant players in building a critical mass of Internet resources.  At the same time, they represent a 
source of countervailing bargaining strength to offset the positions of incumbents in both developed and develop-
ing regions. 

 Investment in Internet facilities.  In order to accommodate the rapid growth in Internet traffic, large invest-
ments in network facilities have been necessary.  These include investments in routers, transport facilities, and 
switching fabrics in IXPs, and other things, in all regions.  What is most interesting from a structural point of view 
has been the ongoing investment in long-haul facilities, particularly in undersea cables, around the world.   

 While the trans-Atlantic market had been well-served by cables for some time, the development of cable capac-
ity across the pacific had lagged behind the growth of Asian markets, leaving them limited in capacity and route 
diversity.  For many regions, such as Africa and Latin America, the limited availability of undersea cable capacity led 
to high rates, both for leased lines and for transit, a problem exacerbated in many cases by the tromboning of local 
traffic, which placed additional demand on the scarce resource. 

Figure 5: Undersea cable routes, 2012 

 

Source: Greg’s Cable Map,  http://www.cablemap.info 

 However, ongoing investment in new undersea cable projects, which has continued to a considerable degree 
even through the recent financial crisis, has begun to create additional capacity, route diversity, and competition in 
many regions.  A global view of undersea cable routes is shown in Figure 5.14  While much remains to be done, sig-
nificant progress has been made which, together with other developments such as the creation of IXPs, has led to 
better performance in many markets.  In 2010 and 2011, 19 new undersea cable systems representing an estimated 
investment of USD 3.7 Billion were deployed.  Plans have been announced for 33 additional systems to be placed in 
2012 and 2013, estimated to cost USD 5.5 Billion.  Estimated construction costs for 2010-2013 by region are shown 
in Figure 7; note that the largest aggregate investment over the period will be around Africa.15 

 For example, the Trans-Pacific Express, the first new cable between the US and China in seven years, increased 
the available capacity between those two countries by a factor of sixty when it was completed in 2008.  It now also 
reaches the Republic of Korea, Taiwan, and Japan.   Several new cables have recently been, or will soon be, added to 
the existing capacity on both the east and west coasts of Africa, as shown in Figure 6.16  As a result, the relative 
shares of the long-haul transport market in Africa are expected to shift from 45.6 per cent satellite, 54.4 per cent 
fiber in 2008 to 11.9 per cent satellite, 88.1 per cent fiber by 2014.17  A new cable linking the US with Colombia and 
Brazil is scheduled to  be deployed in the fourth quarter of 2012.  Two additional cables scheduled in 2014 will also 
connect Brazil, Colombia, Panama, and the US. 

http://www.cablemap.info/
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Figure 6: African undersea cables (2014) 

 

Source:  http://manypossibilities.net/african-undersea-cables/ 

 

Although the Atlantic is already served by many cables, several new ones are scheduled to be laid over the next two 
years.  One addresses an existing market, between New York and London.  Owned by Hibernia Atlantic, when com-
pleted in 2013 it will reduce the route-miles between the two cities by 310 miles by following the shallow continen-
tal shelf, thus reducing latency by 5.2 milliseconds, a difference for which some business customers may be willing 
to pay a premium.  Another new cable will link Brazil with Angola for the first time.  In 2014 two additional Atlantic 
cables will be laid, one connecting Virginia Beach in the US with San Sebastian, Spain, the other between Brazil and 
Nigeria.18 

 This wave of new investment might have been difficult to predict a few years ago, given that existing cables still 
have spare capacity, or the potential to upgrade existing capacity, on many routes.  One analyst has suggested that 
capacity constraints are not driving these projects.  Rather, operators are interested in providing reduced latency 
and route diversity, and are attracted to enter those markets where margins have been relatively high in the past.19  
As this new competition enters those markets, they are driving down rates.  The growth of the cable market has 
also brought much more diverse ownership, with participation from investors, telcos, and governments in develop-
ing countries as well as international carriers.  This means that not only are there more cables and more capacity, 
but less monolithic control and more competition, not only among cables, but among different owners of capacity 
on a given cable.20 

http://manypossibilities.net/african-undersea-cables/
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Figure 7: Submarine Cable Construction Costs by Region, 2010-2013 

 

Source:Telegeography 

 

 Investment in long-haul capacity on terrestrial cross-border routes has been less spectacular than that in under-
sea cables, and in some areas has been limited by a lack of liberalization of cross-border arrangements.  Nonethe-
less significant development has taken place.  For example, the expenditure on cross-border terrestrial fiber in Afri-
ca in 2010 was USD 12 Billion.  As Figure 8 shows, the total capacity of terrestrial cross-border routes in sub-Saharan 
Africa grew from 33 Mb/sec in 2005 to 30,960 Mbit/sec in 2011.  These facilities are important to allow land-locked 
countries to reach the landing points for undersea cables, to handle regional traffic without tromboning, and to 
allow the development of IXPs as regional hubs. 

 

Figure  8: International Internet bandwidth in sub-Saharan Africa supplied by terrestrial cross-border networks 

Source: Africa Bandwidth Maps, 2012 
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3. Changing patterns of use 

 New trends in the way consumers, businesses, and institutions make use of the Internet have driven the struc-
tural changes discussed in the previous section.  At the same time, the structural adaptations of the Internet ecosys-
tem, such as the increased use of peering, the development of CDNs, and investment in new facilities, have made it 
possible for the system to support the new patterns of demand. 

3.1 Decline and transformation of voice 

For most of the history of communications, voice has been the primary offering, accounting for most of 
the revenue of the world’s operators.  Today, voice accounts for a small portion of the traffic carried on global 
networks.  However, it still represents a significant share of carrier revenues.  This share is likely to decline, for 
three reasons.  Voice usage is declining, the price of voice service is being pushed downward, and the use of 
newer services is growing. 

In developed markets, voice usage has peaked, and is in decline.  A recent Nielsen survey in the US 
showed voice minutes of use declining across all age groups, especially among teenagers, falling 14 per cent in 
one year (2Q 2009-2Q 2010.)  At the same time, the average teenager between the ages of 13 and 17 sent or 
received 3,339 texts per month -- more than six per waking hour (for teenage girls, the average is 4,050.)21  
Mobile voice usage had grown rapidly in the US and is still the highest in the world, but declined for the first 
time in 2010.  In developing markets where mobile penetration is still increasing, total mobile voice usage may 
continue to grow for some time.  The aggregate global volume of international calls is still increasing, but at a 
sharply declining rate. This is illustrated in Figure 9. 

Figure 9: International call volumes and growth rates, 1991-2011 

 

Source: Telegeography 

The price of voice services is being driven downward by the shift to VoIP.   Figure 9 shows the rapid in-
crease in the percentage of International voice calling provided over VoIP.   While most voice calling over mo-
bile still uses circuit-switched technology, smartphone applications that facilitate VoIP calling are becoming 
more widely available.  The rollout of 4G service using the Long Term Evolution (LTE) standard in many coun-
tries may spur a more rapid shift to mobile VoIP, since the greatly reduced latency of 4G systems allows them 
to support VoIP much more successfully than 3G systems could.  The fact that many LTE systems will not sup-
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port voice and data transmission simultaneously may also give consumers an additional incentive to avoid that 
constraint by turning voice into data.22 

3.2 Video streaming and download supplants peer-to-peer 

For years, carriers have been concerned that the growth of peer-to-peer (P2P) applications would over-
whelm their networks.  However between 2007 and 2009 the growth of P2P traffic slowed, and its share de-
clined.  Consumers have shifted their viewing habits to streaming and direct downloads of video.  As a result, 
consumer usage on the Internet is now growing faster than business use.  During peak viewing times in North 
America in 2012, Netflix alone accounts for 25 per cent of all traffic (upload and download), YouTube another 
16 per cent, other CDN traffic 18 per cent, and all P2P traffic 12 per cent. However P2P still is the largest driver 
of upstream traffic on fixed networks in North America, accounting for 53 per cent of that traffic according to 
Sandvine.  Cisco predicts that by 2016 video traffic equivalent to all the movies ever made will traverse the 
world’s IP networks every three minutes. 

Several other major trends in usage are driving growth in traffic.  One is is the development of cloud ser-
vices that are moving applications from desktops into data centers.  Another is the growth of mobile data.  
Cisco predicts that by 2016 there will be three mobile devices for every man, woman, and child in the world, 
and that mobile data traffic will grow by a factor of eighteen between 2011 and 2016, a CAGR of 78 per cent, 
or three times faster than the growth in fixed network traffic. 

CDN functionality may also find an expanded role in research and education.  Broad-based collaborative 
research projects involving large data sets and distributed computing would benefit from the same methods 
used by CDNs to efficiently distribute consumer video.  Educational television and online instruction programs 
could also benefit.23 

3.3 Increased importance of quality 

While the old mix of services on the Internet was somewhat sensitive to latency, the new mix is increas-
ingly so.24  Voice service has migrated from traditional TDM networks to the Internet, in the form of VoIP.   
Two-way video services have become more prevalent.   Interactive games have increased in complexity, and 
streaming of games is displacing game consoles.  And while large buffers can help one-way video steaming to 
tolerate some latency, consumers are becoming less willing to wait for buffers to fill.  The migration of func-
tions to the cloud means that operations that used to be handled locally on the desktop are now subject to 
latency between desktop and data center. 

For business, two-way video conferencing is becoming more important as firms become more dispersed 
geographically and travel becomes more costly.  Cisco predicts that video conferencing will grow eightfold be-
tween 2011 and 2016, significantly faster than other business traffic.  And with global financial transactions 
growing in volume and speed, the tolerance for delay has become dramatically lower -- so much so that one 
operator is willing to spend $300 million to reduce the delay between London and New York by 5.2 millisec-
onds.25 

4. Market response to changing demand 

The combination of shifting demand for services by consumers and businesses, as well as dramatic chang-
es in the structure of the Internet itself, have created both opportunities and challenges for market partici-
pants. 

4.1 Improvements to quality 

 Many of the structural changes discussed above -- exchange of traffic locally at IXPs, increased use of peering, 
reduced reliance on transit, direct delivery of content and local caching through CDNs -- all combine to flatten the 
architecture of the Internet, producing shorter routes, fewer hops, and lower latency.   CDN functionality is already 
used to deliver a very large proportion of Internet traffic.  A new study estimates that local caching could be used for 
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as much as 98 percent of all Internet traffic, so there is almost no limit to the potential scope for the shift of traffic 
to CDNs. 

4.2 Continued investment 

Despite earlier fears that low prices for Internet connectivity could undermine investment, in fact the nec-
essary investment in the fabric of the Internet has continued.  If anything, the market for undersea cables ap-
pears to be experiencing a boom.  And that investment has not been confined to the more developed econo-
mies, but has extended to regions which are now starting from a lower level of infrastructure, and markets 
that have struggled to overcome a variety of challenges. 

4.3 New challenges for operators 

While investment has moved forward for the core of the Internet, incumbent operators of access net-
works, both fixed and mobile, have faced a series of new challenges.  The traditional core services on which 
these carriers have relied for their cash flow are being disrupted.  Voice calling plans with the greatest margins 
are fading as customers drop land lines, exchange post-paid mobile plans for prepaid phones, and switch to 
VoIP.  Linear television services which have been the core revenue source for cable operators are threatened 
as customers drop those plans and rely instead on online video.  A recent Deloitte survey of US households 
finds that nine per cent have already dropped their linear cable TV subscriptions, and another eleven per cent 
are considering doing so.26  The global economic downturn has also caused both consumers and businesses to 
limit their spending.   

All of this comes as increased volumes of traffic driven by the new services, especially video, call for in-
creased investment to augment capacity.  Rapid growth in mobile data have strained mobile networks, and 
increasing capacity through adding spectrum or subdividing cells is expensive, and in some cases infeasible.  
Cable networks designed to broadcast linear TV are often ill equipped to handle greatly increased video traffic 
from the Internet.  While existing last-mile facilities may be able to handle the load, middle mile facilities and 
regional nets between the IXP and the last mile will generally have to be augmented to deal with the shift 
from broadcast to online video delivery. 

While these challenges are real, they may also have been overstated by operators in some markets.  
While, as discussed in the next section, these market challenges are driving the evolution of business ar-
rangements, they may call for intervention by policy makers.27 

4.4 New business models and relationships 

In the face of the changes in patterns of use and market structure, participants up and down the value 
chain are re-evaluating their business models and seeking to adapt. 

Content creators and media companies are exploring ways to gain from the new avenues of distribution 
the Internet offers, while maintaining defensive strategies to preserve the revenues they get today from estab-
lished delivery channels, such as linear television. 

Internet content aggregators, such as Google, iTunes, Netflix, and Amazon, are negotiating on the one 
hand with content creators for the right to distribute their content online.  On the other hand, they are nego-
tiating, either directly or through the CDNs they hire, with local access or “eyeball” networks the terms under 
which they will be able to deliver their content to end users.  Issues for these discussions might include 
whether they would peer with the access network or accept some form of paid peering, and the division of 
labor in the provision of real resources necessary to ensure the desired quality and handle the increased traf-
fic.  Some CDNs, for example, may be willing to transport traffic deep into the terminating network, and place 
caches close to the end user.  By doing so, the CDN improves the quality of its service, while also contributing 
in kind to the middle-mile investment the access network must make to in order to handle the traffic. 

At the end of 2010, disputes arose on both sides of the Atlantic, arising from these kinds of negotiation, 
that caught the attention of national regulatory authorities (NRAs), and raised concerns about net neutrality.  
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In the US, the dispute was between Level 3, acting as a CDN on behalf of Netflix, and Comcast, in its role as 
provider of cable modem service.  In France, the dispute was between the US-based transit provider Cogent, 
acting on behalf of a video site based in Hong Kong, China named MegaUpload, and the French access net-
work Orange.  In both cases complaints were filed with the NRAs, the Federal Communications Commission in 
the US and ARCEP in France; after considering the cases, neither NRA chose to intervene.28  Cogent then filed 
a complaint to the competition law authority in France, which so far has not chosen to intervene either.29 

Despite the attention garnered by these high-profile cases, it appears that the more usual outcome of 
such negotiations is that the CDN has been able to peer with the local access network on a settlement-free 
basis.30  In this way the market appears to be addressing many of the concerns raised in the net neutrality de-
bate, such as the terms on which a content provider could deliver traffic to an access network, whether there 
would be a charge on the “other side” of the market, and how the physical costs of the interconnection ar-
rangements would be divided between the parties. 

However,  a report earlier this year from the Body of European Regulators for Electronic Communications 
(BEREC), the association of European regulators, found a number of practices that gave cause for concern, in-
cluding the widespread blocking of over-the-top VoIP applications by a few fixed incumbents and a larger 
number of mobile operators.31 

Another response to market changes by incumbent operators is taking the form of what might be termed 
a “rotation” of their retail rates structures.  Until now each operator has tended to view its traditional service 
as the core of its rate structure -- voice service for fixed and mobile operators, linear TV for cable operators -- 
and the new service segments they have entered (broadband and video for fixed and mobile, broadband and 
voice for cable) as “add-on” services providing incremental revenue.    Now, with voice and video applications 
riding over broadband connections, these operators are realizing that the core service they provide is connec-
tivity.   This has led to restructuring of their offerings to make broadband connectivity the core offer, around 
which voice and video become add-ons.  For example, both Verizon and AT&T, the two largest mobile provid-
ers in the US, have recently announced new data plans under which the subscriber buys a bucket of data, ra-
ther than a bucket of minutes, which is then shared among family members.  Voice calls are unlimited, but 
data use is not. 

4.5 Virtuous circles in developing markets 

The development of broadband services and use of the Internet have faced difficult challenges in many 
developing economies, given a combination of limited demand and high costs.  In recent years, however, a 
combination of sound enabling policies and private investment have also produce many examples of signifi-
cant growth and progress. 

In Kenya, the Internet exchange KIXP was established at Nairobi in 2001, under a license from the Com-
munications Commission of Kenya (CCK).32  The exchange is operated by TESPOK, an association of ISPs.33  
Bandwidth capacity at KIXP grew gradually until 2009, when it began a period of dramatic growth made possi-
ble by the confluence of other factors, as shown in Figure 10. 

As discussed above, several new undersea cables have recently been deployed around the African conti-
nent.  Four new cables have been landed in Kenya in the last three years:  The SEACOM and TEAMS cables in 
2009, EASSy in 2010, and LION2 in 2012.  By mid-2010 (i.e., not counting LION2) Kenya had 20 Gb/sec of inter-
national Internet bandwidth (see Figure 9).  This was 20 times the amount available before the cables listed 
here landed, and 2000 times more than a decade earlier.  An undersea capacity of 200 Gb/sec is available to 
be drawn upon if necessary.    Recently a second IXP was opened in Mombasa, where all of the undersea ca-
bles land.34  This has made it easier for Kenyan ISPs to shop competitively and to load-balance among the dif-
ferent cables, as well as saving on transport costs to Nairobi. 
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Figure 10: Kenya’s international Internet Bandwidth Capacity (Mb/sec) 

 

Source: CCK 

This new international capacity has been complemented by the development of domestic and regional 
transport.  Domestic backbones include the government-sponsored National Optical Fibre Backbone Infra-
structure (NOFBI), a network built by the Kenya Power & Lighting Company (KPLC), and private networks 
owned by Orange and Kenya Data Networks.  In November 2011 Safaricom announced plans to build its own 
4000 km fiber-optic.   These developments have reduced prices for domestic transport, reinforcing the cost 
advantages of exchanging traffic domestically, rather than at some foreign IXP. 

Regional transport resources have also been put in place, including two links to Uganda, a point of pres-
ence in Kenya of the Tanzanian national fiber network, and planned links to Ethiopia and South Sudan.   These 
links have allowed KIXP to become a regional hub, as KIXP members have won customers from neighboring 
countries, and have provided access to the undersea cables for landlocked neighbors.  In the second half of 
2011, 56 per cent of the Autonomous System numbers routed through KIXP were from 16 foreign countries, 
some as far away as the United States.35 

The creation of KIXP, even before many of the transport investments discussed here, significantly reduced 
costs and improved quality.  Latency was reduced from a range of 200-900 milliseconds to a range of 30 to 60 
milliseconds.36 

In 2011, Google placed a cache at KIXP.  This combined with the factors discussed above, led to a dramatic 
increase in the amount of traffic exchanged at KIXP, with peak traffic now above one Gb/sec.37  KENIC, the ad-
ministrator of the .top level domain, has connected its root server to KIXP, which has helped it to become the 
most widely used TLD in Kenya, ahead of .com. KRA, the tax authority in Kenya, has benefited from the more 
robust exchange of local traffic to implement successful online systems to support clearing of customs for im-
porters and filing income tax returns.38 

Other countries in Africa have also realized substantial benefits from the establishment of domestic IXPs.   
In Ghana, for example, two IXPs were established in 2005.39   Both were operated by non-profit organizations.  
GIX today has 15 members; the second IXP, AIX, is no longer active. As in Kenya, new undersea cable invest-
ment has created additional international bandwidth.  Five different cables now land in Ghana; the most re-
cent, WACs, connects fifteen landing stations along the west African coast with London.  The WACs connection 
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to Ghana was turned up early this year.  As in Kenya, this international bandwidth has been complemented by 
some investment in domestic fiber transport. 

Some of the same benefits have also been realized in Ghana.  Costs have been reduced by eliminating the 
tromboning of traffic.  Latency has been reduced from about 500 ms to about 25 ms.  Google has established a 
cache at GIX.  The peak traffic exchanged at GIX is about 540 Mb/sec, or about half the volume at KIXP. 

In Nigeria, IXPN was established in Lagos in 2006.  It currently has 38 members, though not all of those are 
connected to the exchange.40 Many of the benefits realized in other settings are already materializing in Nige-
ria.  The peak volume of local traffic exchanged at IXPN is about 300 Mb/sec.41  Tromboning of local traffic has 
been largely eliminated.  Latency has been reduced from 200-400 ms to 10 ms or less.  Google extended its 
network to Lagos in March 2010, and established a cache at IXPN.  As in the other exchanges, some have not-
ed Google’s presence has led to a rapid increase in traffic, with Google now representing more than 50 per 
cent of all the traffic exchanged.42  

IXPN is planning to become a distributed exchange by establishing six points of presence (POPs) in differ-
ent regions of the country.  This deployment could play a constructive role in reducing the cost of domestic 
transport.  The first two points were established in Abuja and in Port Harcourt in 2012.43  When IXPN was cre-
ated, a decision was taken to limit its members to the exchange of local traffic.  If that restriction were relaxed, 
IXPN could also become a hub for the aggregation of long-haul international traffic and for the exchange of 
traffic with neighboring countries. 
The presence of the IXP has also created other opportunities for business development.  For example, 
Interswitch, the leading platform for electronic transactions and payments in Nigeria, is connected to 
IXPN.  Established by seven Nigerian banks, Interswitch links 10,000 ATMs and 11,000 point-of-sale ter-
minals.44  This framework has begun to attract financial platforms that were formerly hosted abroad 
have begun to return to Nigeria.   Nigeria has opportunities to utilize IXPN to promote the distribution of 
domestic content both in-country and internationally, since Nigeria already has a film industry that pro-
duces more films each year than any other country except India.45 

 The African examples discussed here illustrate the potential for IXPs to generate significant benefits when 
combined with other elements of liberalized policy and private investment.  However, the converse is also 
true: the lack of an IXP can limit opportunities. Figure 12 compares retail prices for transit provided to enter-
prise customers in different countries.  The difference in transit costs shown here for Mexico and Turkey is 
partly explained by the lack of an IXP in Mexico. 

 Much remains to be done to promote the development of the Internet in Africa.  Only about 1 percent of 
Internet traffic generated in Africa is exchanged locally, and 99 per cent of that exchange is concentrated in 
four countries: Egypt, Kenya, Nigeria and South Africa.46 However, progress is being made through the de-
ployment of undersea cables discussed above, which in turn have contributed to the growth of traffic at IXPs.  
Between June 2009 and July 2012, Africa’s total inventory of terrestrial transmission networks increased from 
465,659 kilometers to 732,662 km, bringing 40 per cent of the population within reach of an operational fiber 
node.47  A number of projects are under way to increase the reach of regional transport and make regional 
traffic exchange more economic.  For example UbuntuNet, an alliance of 13 national research and education 
networks (NRENs) plans to establish, over the next three years, backbones extending up both east and west 
coasts from South Africa, with extensions to exchanges in Europe.  UbuntuNet members already peer at KINX 
in Nairobi, TINX in Dar es Salaam, CINX in Cape town, and JINX in Johannesburg, as well as in Amsterdam and 
London.  At the European exchanges it is then able to buy transit cheaply.48   



GSR12 Discussion Paper 

Chapter 1 17 

Figure 12: Retail price of enterprise Internet transit, mbps/month, in USD 

 

Source:Telegeography 

5. Policy challenges for the future 

 The available evidence shows that the global market for IP connectivity has performed very well.  It has pro-
duced low prices, directed resources efficiently, and enabled the extension of the Internet to users around the 
world. 

5.1 Variation in Outcomes 

 The development of Internet resources and opportunities has varied significantly by region and by coun-
try.49 These differences are based in part on geography, distance, and scale, but are also highly sensitive to 
competitive conditions within country and to related choices by governments with respect to liberalization.  
These factors, rather than any market failure in global markets for IP connectivity, have played the major roles 
in determining the success of Internet development in emerging markets. 

 Costs of the inputs necessary to provide broadband have declined as demand has grown and markets 
have developed.  In particular, the prices paid in many developing countries for international Internet connec-
tivity have declined, in part as a result of the new investments in long-haul cable capacity discussed above. 50 
Reductions in rates for international Internet connectivity, while both likely and welcome, will have a diminish-
ing effect on the price at which domestic networks can offer broadband, as they will operate on a diminishing 
share of those networks’ total cost. 

5.2 Policy in developed markets 

In developed countries, the legal and regulatory frameworks for telecommunications, and liberalization of 
those frameworks to promote competition, were in place before the development of the Internet.  The Inter-
net benefitted from the general framework of liberalization that provided freedom of market entry, access to 
rights of way, availability of leased lines, and so on.  However, the market for the exchange of IP traffic has 
grown up outside the existing regulatory framework that has applied to the interconnection and the exchange 
of traditional circuit-switched voice, or TDM, traffic.   As described above, the IP market has performed better 
than TDM markets have done. 

Over time the TDM voice market has declined, and the IP market has grown.  Legacy telco networks have 
adopted IP for most internal functions, and traditional services such as voice and video have been replaced by 
IP-enabled applications.  This process has led to the possibility of a collision between the old, regulatory 
framework and the new, unregulated universe of IP connectivity.  In some cases, policy makers might regret 
the loss  of enforceable rules or of data reporting on the traffic exchanged outside the regulatory framework.  
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In others, interested parties might feel the loss of some right they enjoyed under the regulatory scheme, such 
as the ability to demand interconnection or to assess termination charges.  This in turn has led to calls for 
NRAs to consider regulation of IP interconnection and traffic exchange. 

In a few developed countries, regulatory authorities have considered this issue.  In 2006 the Polish regula-
tor, UKE, adopted some requirements to provide transit on the Polish incumbent, Telekomunikacja Polska (TP).  
This action  was effectively vetoed in 2010 by the European Commission, which found that the UKE had not 
met the criteria for identifying new markets for regulation.51  In the announcement of the Commission’s deci-
sion, Digital Agenda Commissioner Neelie Kroes said: “The Commission fully shares the objectives of the 
Polish regulator in seeking competitive markets, but our assessment is that regulation of these particular mar-
kets for Internet traffic exchange services is not necessary to protect consumers or competition. If the market 
itself is able to provide for fair competition, don’t disturb it with unnecessary regulations.”52 

Some concerns have been raised about arrangements for the exchange of voice traffic where the calls are 
being routed using a telephone number, since in most numbering systems the assignment of the number to 
the carrier serving the recipient gives that carrier some control over termination that it would not have for 
other IP traffic.53 For this reason what little regulatory activity there has been among developed country regu-
lators has dealt with voice traffic. 

In the United States, the Federal Communications Commission (FCC) has generally refrained from regula-
tion of IP traffic exchange, although a few limited provisions have been agreed as conditions for the approval 
of mergers.  The FCC has recently taken comments from parties on whether regulation should be applied to 
the exchange of voice traffic over IP interfaces, but has yet to take any action.54 

In Canada, the Canadian Radio-television and Telecommunications Commission (CRTC), has recently 
adopted a number of new regulatory provisions with respect to network interconnection for voice services.55  
The CRTC found that IP interconnection for voice traffic should continue to be carried out under bilateral 
commercial arrangements.  It also found it unnecessary to mandate a default tariff for IP voice network inter-
connection.  However, if a carrier is providing IP voice network interconnection to an affiliate, a division of its 
operations, or an unrelated service provider, then it must provide similar arrangements with other carriers.  
The carriers are to complete the negotiation process within six months of a request for interconnection.  Ei-
ther party may request mediation by the CRTC staff, or apply to the CRTC for intervention if an arrangement is 
not concluded within the six-month period. 

The record in this area among developed countries is therefore quite limited.  While the possibility of fail-
ure in IP markets cannot be ignored, and some intervention may be necessary in the future, as a general mat-
ter this temptation should be resisted, and a “bright line” should be drawn to avoid the application of tradi-
tional remedies to this new market.  The reasons for this are many.  Perhaps most obvious is the simple fact 
that prices in the regulated markets for TDM traffic exchange are many orders of magnitude higher than 
equivalent prices for IP traffic.  This is the case even though many of the same firms participate in both mar-
kets.  Clearly IP markets operate differently from the traditional ones.   

Traditional frameworks for TDM interconnection and traffic exchange have sought to impose a particular 
order, such as “calling party pays,” and in so doing have created a cascading flow of funds among customers 
and networks.  While this may have been useful as a way of making the trains run on time, and funding certain 
social policy objectives, it wasn’t based on sound economic principles.56  The IP market has succeeded in part 
because it has never had to follow any such rule, or to serve as a conduit of funds.  Rather, it serves only as a 
means for networks to exchange connectivity, nothing more or less, and is able to set a separate value for 
each such exchange.   

Traditional frameworks for TDM markets have sought to guard against anticompetitive refusals to deal 
(i.e., refusal to interconnect) by imposing an obligation to interconnect.  In a number of TDM markets, this has 
been necessary.  However, in the absence of such obligations, participants in any market discipline unreasona-
ble behavior, such as high prices or unreasonable terms, by refusing to deal with parties who behave that way.   
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The results of the survey of peering agreements discussed above suggest that the Internet has been able 
to achieve universal global connectivity with less than one per cent of a full mesh; that is to say that fewer 
than one per cent of all the bilateral arrangements that could exist actually do exist.  One of the important 
functions of the market for IP connectivity is to determine which of the possible arrangements should be cre-
ated and to direct resources efficiently where they are needed.  It would be difficult for the IP market to per-
form this important role if parties had a general obligation to enter into such arrangements. 

The irony of regulation in markets for interconnection is that the very tools that are available to policy 
makers to address perceived market failures also create and perpetuate market failures.  This does not mean 
that such tools should never be used, but it does strongly suggest that the threshold for imposing them should 
be very high.  The speed at which the Internet ecosystem continues to evolve is another cause for concern, as 
any regulation is likely to be obsolete before it can be adopted. 

For similar reasons, the most sound approach for regulators to adopt where disputes arise over the termi-
nation of CDN traffic may be to observe the development of those markets, and intervene only when neces-
sary (ex post) if possible.  This appears to be the course already adopted in most countries, including the pre-
viously cited examples in France and in the United States.  The negotiations up and down the value chain – 
between content creators and Internet aggregators of content, between those aggregators and CDNs, and 
between CDNs and terminating access networks – are establishing the terms of trade for new forms of con-
tent delivery.  In particular the agreements being struck between CDNs and local networks are providing mar-
ket-based answers to many of the questions that have been raised in the debate over net neutrality.   They are 
determining how content will be delivered to broadband users, on what terms, and what resources will be 
brought to bear to ensure quality, and by whom.  So far, the terms of these agreements appear to fall within a 
reasonable range, most often on a settlement-free basis, with a few examples of paid peering.  Further, quality 
is being enhanced, not by subtractive means (traffic management software) but by adding resources in the 
form of direct transport and caches close to the end user. 

In the context of these negotiations, it may be the case that the agreement between a CDN an incumbent 
operator may involve some payment (i.e., paid peering) although in practice most agreements so far have 
been settlement-free.  As long as these agreements do not indicate a pattern of unreasonable exercise of mar-
ket power by incumbents (and so far they have not) then NRAs do not need to intervene.  On the other hand, 
NRAs also should not intervene to impose any mandatory termination payment on CDNs, or on any other 
network that delivers traffic to local access network.  Providing adequate investment for local access networks 
is a worthwhile objective, but those networks should have to earn their revenue by providing value business-
es, consumers, or interconnecting networks are willing to pay for through voluntary commercial agreements.   
Governments should not support this approach, and they should prevent any collusive action to impose such 
a system.57 

5.4 Policy choices in emerging markets 

Liberalization attracts investment, builds Internet assets and scale, and promotes growth by reducing 
costs.  The only process that can shift the terms of trade in a country’s favor in the international market for 
internet connectivity is increasing competition and investment, both in that country’s domestic market and in 
the market for long-haul transport.  Fortunately substantial progress has been made in these areas in recent 
years. 

In emerging markets authorities have faced policy choices between defending the existing business mod-
els of national incumbents and liberalization to promote competition and the adoption of new services.  These 
choices can be challenging as government is naturally concerned about the incumbent’s ability to support fu-
ture investment, to contribute revenues in the form of license fees, and to perform other desired social func-
tions such as the provision of universal service.   

Each country must find its own policy balance among potentially conflicting objectives.  However, the con-
flict may not be as clear as it appears.  The experience in many emerging markets has been that liberalization, 
by attracting investment and opening new opportunities, has been able to stimulate economic growth while 
also promoting increases in Internet resources, teledensity, and broadband deployment.  These develop-
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ments, in turn, have allowed countries to achieve better terms of trade in the international market for Internet 
connectivity. 

The policy frameworks to promote development of Internet assets are in many ways the same ones that 
have been used to liberalize markets for traditional services.  While the long-term case for regulation of IP in-
terconnection is no better in emerging markets than in developed ones, there may be a case for short-term 
intervention where defensive actions by the incumbent have prevented the development of a domestic mar-
ket.  Best policy practices for promoting Internet market development will be discussed below. 

5.5 The process for international treaty revision 

The ITU's World Conference on International Telecommunications 2012 (WCIT-12), which meets in De-
cember 2012, will review the International Telecommunication Regulations (ITRs)58  where the international 
treaty that is the basis of today’s connected world will be reviewed. The ITRs were agreed in 1988 at the World 
Administrative Telegraph and Telephone Conference in Melbourne, Australia, and came into force in 1990. The 
ITRs set out principles for ensuring that networks can connect with each other smoothly, and that internation-
al services will be offered in a fair and efficient manner.59  Within this context, proposals have been made to 
add provisions to the ITRs to foster cooperation in the development of international IP interconnections by 
promoting best effort delivery and end to end quality of service delivery.60 

5.6 Best practices for the promotion of a virtuous circle of development 

Governments in emerging economies can contribute to the development of a virtuous circle of investment 
and growth by adopting policies that open markets, promote competition, reduce barriers to investment, and 
facilitate the expansion of demand.   

 The most basic element of best practice is liberalization that opens the telecommunication market to 
competition.  This would include the establishment of an independent regulator, privatization of the incum-
bent, opening the market to competitive entry without entry barriers or high license fees, access to rights of 
way, and availability of leased lines at reasonable rates. 

 Since mobile networks are likely to be important providers of broadband in most developing countries, 
policies that enable them to expand efficiently will promote rollout and take-up.  These would include assign-
ment of adequate spectrum resources, and policies that facilitate tower sharing, approval, and construction. 

 The development of international Internet connectivity will depend on the ability of investors in long-haul 
transport facilities arrange entry points at reasonable cost.  Policies that simplify licensing for landing rights for 
undersea cables and cross-border arrangements for terrestrial routes, that minimize licensing fees, and that 
limit the ability of the incumbent to control such points, will facilitate such investments.  Public investment 
may be helpful, but should be organized with care to avoid undoing the beneficial effects of privatization.  The 
establishment of national backbones has in some countries crowded out private ISPs. 

  The development of domestic and regional transport networks is crucial both for IP backbones and for 
backhaul to deploy mobile networks.  Market entry without excessive license fees and access to rights of way 
are important enablers.   

  As discussed above, establishing an Internet exchange point in-country or in-region can reduce reliance 
on transit, improve service quality, and provide a hub to attract investment.  However, there is no guarantee 
that an IXP will succeed; the Packet Clearing House directory of global IXPs includes many that are now inac-
tive. 

 - IXPs that are operated by independent entities without ties to any carrier are most likely to be suc-
cessful.  All of the examples cited above in Kenya, Ghana, and Nigeria are run by independent, non-
profit entities.  Development of IXPs in Brazil has been led by the Brazilian Internet Steering Commit-
tee (CGI), a public-private partnership funded in part by domain name registrations within the .BR 
country-code top-level domain.61  Between 2006 and 2011, the number of IXPs in Brazil has grown 
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from four to nineteen.62  The CGI has made a policy of studying the factors contributing to the success 
or failure of other IXPs around the world.  A cooperative membership model in which member ISPs 
participate in decision making helps to establish trust. 

 - Government can minimize barriers to the establishment of IXPs, such as high licensing fees.  NRAs 
can have a role of neutral arbiter; the Uganda Communications Commission and the Malaysia Com-
munications and Multimedia Commission have both played this role.63  The regulator may also inter-
vene in resolving objections raised by the incumbent, as in the case of Kenya.64  However, direct man-
agement of IXPs can have unanticipated negative effects.  For example, requirements that all mem-
bers of an IXP must join a multilateral peering agreement may discourage some parties from joining 
the IXP.   

  - Attracting complementary assets, such as CDN caches and DNS root-servers, can add to the attrac-
tiveness of joining an IXP. 

 - A multilateral peering agreement at the IXP can reduce transaction costs and minimize communi-
cation or trust issues that might inhibit bilateral agreements. 

- An ideal location for an IXP would have access to an international facility (undersea cable or ter-
restrial), be convenient to several potential member networks, and have a reliable source of electric 
power. 

- Aggregation of traffic at an IXP can help its members of the exchange obtain better terms of trade 
from transit providers.  Good practices to obtain better terms also include multi-homing to avoid 
being tied to one provider; regular monitoring and re-negotiation of contracts to take advantage of 
improvements both in the volume of traffic at the IXP and in competition; and arrangements with 
content providers to improve quality and reduce costs.65 

 Effective measures to limit anticompetitive behavior by the incumbent, such as monopolization of interna-
tional gateways, denial of access to rights of way or leased lines, or control of IXPs.  Regulation, or, in some 
cases, “jawboning” may be necessary to encourage agreements for IP traffic exchange with competing car-
riers. 

 Promotion of demand for broadband services.  This could include e-government initiatives to deliver gov-
ernment services online, investment in networks for research and education, and promotion of develop-
ment of local content.  This objective can also be promoted through public-private partnerships.  For exam-
ple, Google has participated in a Google Apps Supporting Program (GASP) which has already established 
connections between the Lagos IXP and four participating universities.  The program included the donation 
of a Juniper router to IXPN and training by Google on management of the network.66

 

 Limits on foreign direct investment make it difficult to attract the investment necessary to expand broad-
band and Internet infrastructures, and limit participation by international carriers, content providers, and 
CDNs. 

 High domestic prices for network equipment can be a significant barrier to investment in Internet re-
sources.  High domestic prices for customer equipment, such as laptops and smartphones, as well as, high 
import duty taxes, luxury goods and service taxes, or certification policies that raise domestic prices for these 
items can inhibit broadband demand and Internet usage. 

  Defensive policies limiting the availability of attractive applications such as VoIP will limit the usefulness of 
broadband, discouraging take-up, while artificially raising costs to domestic consumers and businesses.  
Promotion of arrangements to allow the exchange of VoIP on an IP basis (“VoIP peering”67) would also facili-
tate development of this market. 
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6. Conclusion 

 The global market for Internet connectivity continues to grow rapidly and to perform well, producing low pric-
es, directing resources efficiently, and calling forth the investment needed to sustain its growth.   However, the re-
sults have varied significantly by region and country, driven by differences in distance and scale, as well as by gov-
ernment policies.  Developing countries face challenges in promoting growth of Internet assets that will support the 
widespread availability and adoption of broadband. 

 In the last few years, significant new investments have been made in both international and domestic Internet 
connectivity in many developing economies.  These have allowed growth in those countries to proceed at annual 
rates much higher than those observed in developed regions, albeit from a lower starting point.  Countries with 
effective, liberalized policy frameworks have been best positioned to promote a virtuous circle of investment and 
growth.  This paper has explored policy best practices to encourage a process in which investment, demand growth, 
and improving terms of trade can reinforce one another in support of rapid Internet and broadband development. 
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