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Chapter 1 — Introduction

ITU Vision on Network Planning
Background

Telecommunication networks architectures are chmntgi meet new requirements for a
number of services/applications (Broadband, IP thédia, mobile, etc.).

New equipments (soft switches, databases, setweitiollers, new protocols and interfaces,
etc.) and new call/mix traffic cases are goingéeartiroduced in the networks.

Different solutions/network architectures can bdeetainto account for a smooth transition
from existing network infrastructures (PSTN/PLMMards New Generation Network
(NGN) as a result of the convergence process lgadidifferent applications/services
sharing network infrastructures.

Network planning activities are, at present, urasrsideration in BDT. PLANITU, capable

of dealing with some new traffic cases, can be id@ned a tool to introduce people to the
Network Planning. However, any real Network Plagniase should be dealt with using other
powerful and modern tools available on the market.

Planning Strategy

Considering the different solutions/network arcttibees that exist, each Network Planning
case has to be analysed and dealt with by using than just one planning tool.

It means that maintaining and updating a uniquéisoot the correct strategy to be applied
for Network Planning.

The major concerned telecommunication Companiesaldy use different tools (or different
packages integrated on a unique platform) for nétwdanning. They usually rely on the
services of software companies who are in a posibirovide quick updates as soon as
required.

Therefore, countries’ requests for assistance dwdtk& Planning should be dealt with as
follows:

a) First, to analyse the Network Planning casentpinto account the different technical
aspects of the issue.

b) Second, after reaching the best solution in $evfrcost and technical validity, to look for
the appropriate partnership with whom to define@det for the specific Network Planning
case.

c) Implementation of the Project under the coortiimaand/or supervision of ITU-BDT.
This strategy has been endorsed by the World Teleaaication Development Conference -

WTDC-02 (Istanbul, March 2002) in Program 2, pdir8 (herewith attached) and reaffirmed
during the last WTDC-06 (Doha March 2006).
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WTDC-06 PROGRAMME 2: INFORMATION AND COMMUNICATION
INFRASTRUCTURE AND TECHNOLOGY DEVELOPMENT

1.3 Network planning

The selection of new technology hinges on projeotstls and consequent network
development planning. In developing countries,tbeds may be substantially different in
urban and rural areas, and infrastructure and tdogy requirements will differ. In choosing
technologies for a new or existing telecommunicatietwork, a very wide range of factors
needs to be considered.

The most difficult component of the network to liyidnd the least cost-effective to maintain,
has proved to be the local access network. Onleeofntain problems facing the developing
countries is precisely the lack of access to braadlservices, and low teledensity.
Adaptation of power-line communications and caklesision networks to provide telephony
and internet services has converted them into baradi networks. The technology shall be of
low cost, easy to maintain and adapted to the lecaironment.

The rural population will need to be connectedhminformation society. Choosing efficient
and cost-effective and fast-deployment technologieh as wired and wireless networks will
improve accessibility.

The architecture of the information and communarainfrastructure is changing to
accommodate the requirements of a growing numbEZ Bfenabled services/applications
(broadband, IP, mobile, multimedia, streaming, rma#ting, etc.) and evolving to next
generation networks (NGN).

New-generation technology is being introduced erietworks, speeding up the convergence
process, and obliging planners to apply differgeicsalized up-to-date planning tools.
Network planning is a critical issue for networkeogtors and network service providers in a
time of globalization and intense competition. Therent telecommunication market requires
flexible and adaptive network planning methodolsd@ evolving network architectures to
NGN. Practical guidelines, readily and easily aggddie, should continue to be provided to be
of use to operators and decision-makers. Moredkere will be a need for powerful software
tools to assist operators in developing their nétao TU should continue entering into
formal partnership agreements with outside parinersitioned to provide the Union with
appropriate planning tools suitable for specifibrgek planning requests. Taking into
account the above considerations, and in ordeoritribute to bridging the digital divide, this
programme should apply the following measures:

a) providing advice on the design, deployment aadimization of digital networks at an
increased pace, including the roll-out of wirelbreadband technologies such as, but not
limited to, optical-fibre, xDSL, CATV, power-linend wireless broadband technologies, and
the establishment of satellite earth stations;

b) facilitating the introduction of digital techragly;

c) facilitating the design, production and availiéypof digital terminal equipment;
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d) enhancing technical skills and management know:h

e) promoting digitization of analogue networks apglying affordable wireline and wireless
technologies to facilitate people's access to l3&reby also improving quality of service;

f) encouraging research on the information societyensive networking, interoperability of
ICT infrastructure, tools and services/applicatitm&acilitate accessibility of ICTs for all;

g) optimizing connectivity among major informatinatworks via regional ICT backbones in
order to reduce interconnection costs and optittiieeouting of traffic.

Who should use this Manual

The Reference Manual is intended for use by netytaikning experts from telecom
operators, policy makers and regulators to fatdithe development of their respective
strategies for evolution of the present networlh@ectures and transition to the next
generation networks - NGN.

The Reference Manual on the Telecom Network Plapfanevolving Network
Architectures intends to present an objective actiriology neutral view of the issues to be
addressed in the planning of the transition to NGN.

Content of the Manual

This reference Manual comprises 8 chapters anch&xas, each of which could be
updated periodically, due to the rapid changekeéné¢lecom networks.

Typical reason for revisions in the manual could be

. introduction of innovative network technologies amdresponding planning
methods

. appearance of new or improved planning tools omtheket

. the need for better explanations in the presentgnal

Special emphasis in the Manual is given to the obleetwork planning today and the
strong relation to the telecom business.

Chapter 1 provides the objectives and context of the maasalell as the content of
the different chapters and relation to other ITithdtees and documents.

Chapter 2 will review the aspects that a planner is confednwith when taking
decisions on what to do in the network evolutiohgwto perform the changes, how to
perform the corresponding actions and which preeess follow.
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Chapter 3 addresses the needed modelling and charactenzategervices that is
required for the planning activities.

Chapter 4 will give generic traffic characterization. Duettee overall modelling of
the network for planning purposes, the neededdraffaracterization is less detailed than the
one needed for detailed system design.

Chapter 5 gives an overview on the economic modelling fanpling and different
evaluation procedures.

Chapter 6 describes different network architectures - emngstelephony network
architectures, data network architectures, datasion of the telecommunication network, the
future telecommunication network architectures.céeattention is drown on the next
generation network (NGN) and the migration scersaitiom the current TDM networks to
this goal.

Chapter 7 presents an overview on the diverse models andadstused in the
telecommunication network planning.

Chapter 8 lists the main input data needed for network pilaguNetwork planning,
especially performed with NP tools, requires cditatof numerous data.

Annex 1 presents a portfolio selection of planning toolstpport different planning
activities. The selection criteria are: capabitdynodel modern technologies, commercial
availability and being well proven in the field.

Annex 2 provides selection of most frequent case studgedNetwork extension,
transmission, signalling, migration to NGN, mob#c.) in order to illustrate the application
process.

Annex 3 contains list with references and glossary ofrttest frequently used terms
and abbriviations.

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



14

Chapter 2 — Overview of network planning

Network planning activities evolve with the progsolution of the network, the
services, the technologies, the market and thdatgy environment. These evolutions imply
a wider set of options to implement a network thmtine past and as a consequence, the
importance of careful planning and analysis foeraatives have larger impact on the
network capabilities today in order to assure theded capacities, the associated quality of
service and the required investments.

For general feasibility -- to economically justifye move towards the evolving
architectures -- one should pay attention to plagoif investments and services in a manner
which makes sure there is no costly over-investmenbad utilisation of already earlier
made investments, and at the same time ensured fhigration of the services for the large
amount of existing subscribers.

This chapter will review the aspects that a plansieonfronted with when taking
decisions on what to do in the network evolutiohgw to perform the changes, how to
perform the corresponding actions and which preeess follow.

2.1. Evolution of the Telecom context

o0 Services demand, associated traffic and revengesvaiving as indicated
in the charts below:

Fig 2.1: Subscribers demand evolution in the perio®6/05

1200 /
1050 /

ana Eivad

900 Fixeo /
750 .

/ Mobile

/ Fixed Internet
450 /

4 Mobile Internet

1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

(Millions)
[en]
(e
(@)

[©]

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008




15

o New network capabilities are due to the technol@NGN, 2G to 3G.
xDSL, FTTx, WDM, etc., new regulation and competitimarket share,
service promotion,, etc.) new services in the maielP, VOD, UMS,
MMS, etc.), service/platforms convergence throudteitnt technologies
and pending communication coverage (Geo areasoweted, population
not served, network expansion, etc.)

2.2. Requirements to the planners

Under the previous evolutionary context, the plansieonfronted to a number of
requirements in order to provide answers to thiefiohg needs:

0 Business Oriented Needs
» What are the best customer segments to addressliimedia?
= Which new services have to be introduced througle®i
= What is the best service bundling per customeriype
= How to increase market share?
= How to maximize revenues?
= How to reduce capital expenditure?
= How to reduce operational expenditure?

o0 Network Oriented Needs
= How to forecast multimedia services and relatefficrdemands?
= How many nodes to install, especially for NGN?

= What is best location for new systems and relatednsunication
media?

= What is the best network architecture and routmiGN?
= Best balance between built and lease for infragira@

= How to plan capacity evolution and solutions mignatowards
NGN and towards 3G

= How to converge service applications and platfotinngugh
different access technologies?

= How to ensure SLA and protection level?

o Operation Support Needs
= How to evaluate alternatives for direct operaaod outsourcing?
= How to organize and engineer the new operationgases?
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= Which IT applications ensure an efficient supporbperation?
= How to train labor force on the new operationdivétes?

2.3. Typical network planning tasks

The most typical tasks that the planner has tooperto solve the complexity
associated to the previous requirements are surnedsais follows:

Initial situation analysis for economy, customeesyices and network
Problem partitioning

Data gathering

Definition of alternatives per scenario

Mapping solutions per scenario

Design, dimensioning, location and costing

Optimization

Sensitivity analysis to uncertain variables

Plan selection and consolidation

O O 0O O o o o o o o

Reporting

2.4. Network planning processes

o Due to the high speed of changes both on the emvieot and the
technologies, the traditional planning activitibattwere performed in an
separated way, today have to be strongly integdlatnong themselves
and to the other network related tasks. For tharemment, the Strategic
network planning, Business planning, Long termctral planning,
Short/medium term planning have to be appliedarative way with
what-if analysis and also communicate with thates Network
Management and Operation Support Processes liftie treeasurement,
performance measurement, etc. as illustrated ifighee:
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Fig 2.2: Network Planning Processes and relation Wi other network activities
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- Data on topologies, architectures, location,irgytetc from long term
planning are transferred to the medium term andtiteely to short term
activities

- Planning results are transferred to NM applicatiand vice versa, NM
measurements and status are provided as inputs fdanning activities

- Operating System Processes also provide dateetshiort/medium term
planning activities on the traffic demand, perfono@and Origin/destination
flows

Due to the high number of scenarios possible irctdmpetition, a special analysis of
those scenarios is needed in order to derive wines are feasible both from a
technical and economical point of view. The follagistructured procedure is
recommended to perform those analyses in an ieratanner:
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Fig 2.3: Iterative Planning Sub-Processes for Congtition Scenarios
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-Telecom network scenarios are generated with tmiges derived from realistic
market share and competitive situation

-Final objective is to have a quantified desigrilliig the strategy for the operator
the requirements of the society and being feasibla the business point of view

-Defined processes and tasks are needed for aticwd and technologies. Internal
data and algorithms vary for each technology case

-Feedback among activities is needed to incorpoesigits of the optimization on the
inputs and assumptions

-Business assessment is made at the start of dlceqs to select feasible solutions
and discard the ones not being realistic. A moteildel business plan is obtained at
the end of the analysis for the selected solutaomsproviding the business and
investment plans

2.4.1 Definition

Network planning addresses all the activities egldb the definition of the network evolution
in order to allow the transport of an expected amad traffic demands, taking into account a
set of requirements and constraints [2.1]. Depandimthe timescale of the network
evolution problem under study, three different piag activities can be performed:
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. Long-term planning(LTP), whose objectives are to define and dimengie network
parts which are characterised by a long lifetime lange investments for their
deployment.

. Medium-term planning(MTP), whose framework should emphasise the belbaand
the relationships among the sets of entities (nda#ss, subnetworks) and the list of
planning actions and procedures which are involvken planning a network to
guarantee the convergence towards the establishgddrm plans. Therefore, MTP
should have as an objective the capacity upgraafitige network nodes and links;
always, following the long-term (LT) deploymentat&gies of the optical netwdrk

. Short Term Planning(STP), that determines the routes and the teleaorations
systems that support a demand. That is, the nethasko satisfy the current
telecommunications demands with the already irestathpacities without additional
capital investments.

2.4.2Long-term planning

The objective of the long-term planning (LTP) isdiefine and dimension the network aspects
which are characterised by a long life time andydamvestments for their deployment;
therefore mainly the topological and technologidatisions and fibre cables capacity issues
are addressed. LTP, then, elaborates a target rietbgective for the medium-term planning
process; drawing to normally single-period processe

Two different phases/approaches in LTP are geryeratisidered (cf. Figure 2.4.1):

» thestrategic planning which aims at defining the technology and araitee to be used
in the network through the comparison of differeptions. It is generally based on a
green-field approach and uses parametric modelstyrdal values for the relevant
network parameters.

» fundamental planning which uses as input the technology and netwodhitacture
selected by the strategic planning and definestiveture of the netwofk The problems
to be faced in the fundamental planning usually thee allocation of functions in the
network nodes, the topology planning, the appontient of functions between the optical
and the client layer, the definition of an optimatwork structure.

Dealing with LTP the focus of the project has beenthe fundamental planning. Unless
explicitly stated, LTP and fundamental planning aa@nsidered as synonymous in the
following chapters.

Being more concrete, LTP defines the following atge
* Location and technological evolution of the netwnddes.

e Partitioning into subnetworks (domain definitiorih this aspect, the hub nodes for
interconnecting the different domains should bentified. Additionally, the hierarchy
between the different domains, if any, should ldal#ished.

! These strategies should be the outputs of thetiermgy planning process.
2 Generally a green-field approach is used for tmelamental planning as well.
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Logical network structure for the considered netwlayer. Eventually a mapping of the
telecommunications systems on the physical telecancations infrastructures can be
given.

general ' > technology
traffic strategic planning |:r‘> > network archltectgre
forecast > based on experience > recovery mechanism

> green-field approach

> parametric models G

(d:'?fifliid) : fundamental planning
patterns

> topology planning
- » allocation of functions
E— in network nodes
— > distribution of functions
to network layers
resource optimization

V

network
structure

technical
constraints

cost =)y
models

Figure 2.4.1 - Strategic and fundamental planning

The output of LTP is the dimensioned network stiteet LTP uses as inputs the following
data:

Single-period long-term demand forecasts.

Set of possible node locations. Even in the case réw operator beginning the service
in a greenfield zone, it is very usual that aniahiset of possible locations is previously
identified (own or allied-companies premises aexjfiently used as the initial set). Of
course, this set may be as large as needed andirduate (meaning that there is no

constraint in the node location).

Set of possible physical paths for the telecommatioos infrastructures.

Architecture to be used in each domain: ring, meshis aspect includes the
protection/restoration schemes and the generahglgtooming criteria to be used.

Component and telecommunications infrastructuréscdsormally, non-discounted costs
of the target objective are used as minimisatiorctiors.

The cost elements used in the different cost caficuis should have the same precision as the
long-term demand forecasts. As these forecasta@raally not too much reliable, it is not
worthy at all to use a very complex cost model tnperform very detailed cost calculations.

The timescale of the LTP is normally few yearsitir8 to 5). In any case, the LTP exercises
are performed to update the results, especiallywtthe demand forecasts have significantly
changed or when the NO has to implement the teleaamcations installation plan

(typically, each year). LTP is also performed whesea rupture in technology is foreseen.

® That means that the cost evolution in time is eetgd.
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2.4.3 Medium-term planning

The objective of Medium-Term Planning (MTP) is tb@pacity upgrading of the network
nodes and links following the long-term deploymstiaitegies of the optical network. Then,
the goal of the MTP is to determine the routing raagd node capacities.

MTP is normally performed in a multi-period basseiting of the different steps for moving
from the installed plan (if any) to the long-teretwork objective (calculated by the LTP).

Being more concrete, MTP should generate the faigwesults for each planning period:

* Detailed routing and grooming for each demand f(traklation). It should not have
conflicts with the defined LTP criteria.

* Telecommunications systems to be installed or taliesl in all the periods. It should be
done according to the MT forecasts and inside gteosnodes and telecommunications
infrastructure supplied by LTP.

* Equipment to be installed, upgraded or uninstaitedll the periods. It should be done
according to the MT forecasts and inside the sebdks defined by the LTP.

e Scaling and possible delays in deploying/installireyv network elements according to
the budget constraints.

For producing these results, MTP should receivddhewing inputs:
* Network nodes (from LTP).

* Present and potential fibre routes (from LTP).

» Telecommunications systems in use.

* Installed equipment in each node.

» Forecasted demands for each planning period.

« Component costs. It should take into account, liasian, upgrading and uninstallation
costs of the different systems.

The discounted costs in each period are u9d@P may take into account, as an additional
constraint, budget restrictions that is a limitation of the available budget fohe
installation/upgrading/uninstallation of equipméntach period of time. This constraint may
lead to possible delays in deploying/installing nestwork elements.

The MTP time scale should be equal to the one T¢? &nd is subdivided into several shorter
periods (typically around one year each), as showkigure 2.4.2. In a first step, the LTP
process is performed for getting the LTP targetvoet (Figure 2.4.2a). This first step uses
the demand forecasts and the installed plant.secand step, the MTP process calculates the
different steps for reaching the LTP target netw@iigure 2.4.2b). This second process uses
as inputs the MTP multi-period demand forecasts, itistalled plant and the LTP plan
(generated in the first step). Both steps shouldepeated each time the demand forecasts
change dramatically; in any case, it is very nortoakpeat them in each planning period (TO,
T1, ...), typically each year. In case of strong a@ons of the demand forecasts, the LTP

* So the MTP cost for each network resource is atfom of time and takes into account the depremiatiue to
diffusion or commercial/technical maturity of thesource.
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target may change in each planning period. Inghigation, the MTP plan (steps) calculated
each year goes towards different targets; sometlkiagerforming steps towards a “moving”
target.

Under conditions of high uncertainty a NO could td® different MTP approach (cf. Figure
2c¢), having its medium-term plans (MTPs) partiallgjoint from its long-term plans (LTPS).

In this case the results of the LTPs are considékedh set of valuable constraints, rather than

an absolute target to be reached. The most imgadasons driving this option seem to be:

LTP Demand |- : :

Forecasts To | ! ! ! Lm
Installed ﬂi”//"i i ;'\) 12 A
PlantTo || ; ; ; To

a) Long-term planning approach

Target

istateg LTP Plan To

Plant To

_____)) MTP Plan MTP Plan MTP Plan MTP Plan

MTPProcessﬁ ~>> To \/ 1:1 \/ 1:2 \/ i \/

MTP Demand ’ ' ’ ’
Forecasts To To Ty T2 Ts T4 Ts

b) Medium-term planning approach

Target

it LTP PlanTo

Plant To | | | |
—> MTP Plan MTP Plan MTP Plan | i
T T T ! :
mTP processf—_{ Io .1 Iz | i
MTP Demand i ’ i i ’
Forecasts To To T T2 Ts Ta Ts

¢) Medium-term planning alternative approach

Figure 2.4.2 - LTP and MTP processes

» the Operator considers as useless to plan peraodsafay in the time since there is the
highest probability to have unreliable forecasiligading to unreliable results;

* the optimised results attainable in a static LTédare to the huge advantage to be able to

use network resources in a long period of timecsiglg the best fitting with the
incremental traffic. Unfortunately traffic demaral® subject to time constraints (you are
not allowed to delay the provisioning of a cirdunitorder to optimise the network filling)
and the network resources’ deployment is subjebtittpet constraints. Consequently
through the months and the periods the network gnawoptimised compared to the
LTP perspective and it will be impossible to stiokhe LTP programs even if your MTP
planning algorithm is the best possible one.
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2.4.4 The breakdown approach for LTP and MTP solving

Dividing a problem into simpler sub-problems isaggised as an effective solution for very
complex problems like the telecommunications nekwianning. The resulting planning
approach, called breakdown approach in this doctingedescribed in this section.

2.4.4.1Breakdown approach in LTP

The LTP for telecommunications networks is a very complproblemdue to the size and
complexity of the realistic network planning task$ere are several limiting factors that
makes the solution of the planning problems difficgsuch as the available computing
resources and the limited practical applicabilifygeneral and unified formalisation of the
optimisation problems.

The division of the overall planning problem in smallesub-problems(called breakdown
approachin the following) decreases the complexity of gh@nning activity and it has many
positive consequences like simpler solution algamng, shorter development periods, software
re-usability, etc.

The main drawback of the breakdown approach isitha¢comes more and more difficult
taking under control the global optimisation of fiianning problem when the number of sub-
problems grows. That is because in this case thienigation does not only depend on the
efficiency of the algorithms that are used to sothe sub-problems, but also on the
harmonisation of the sub-problems in a global psecén fact, as outputs of a sub-problem
become inputs for another one, an order in thetisoluof the sub-problems should be
identified.

However, realistic network planning problems aresmplex that the breakdown approach is
unavoidable (in spite of its disadvantages). Thawhy this approach is widely adopted for
the telecommunications network planning problems.

The identification of sub-problems in the plannprgcess is a cumbersome matter. Generally
NOs adopt ad-hoc solution for each planning problsitn the aim of taking all the possible
advantages in terms of simplification.

2.4.4.2Breakdown approach in MTP

MTP for telecommunications networks is even morenggicated than LTP First of all that

is due to theadditional outputsrequired to MTP (cf. section 2.4.3). But otherexdp add
complexity to MTP. A single MTP formulation is: hotw maximise flow minimising total
cost; solving this problem, the MTP adoptemporised perspectiyé which the time-scale

is divided into time-slots, demand matrices hashéocarried in each time slot, and the
network costs are time related. As in the LTP thaeetechnical constraints to the problem,
but additional constraintscan appear as a maximum budget (and the quedimut &ow to
maximise its utility), and the duty of using prewsby installed resources but not paid off
equipment. On the other hand, MTP decisions (anpeiads) will often condition the future
network profitability. As a result, planner showtso consider LTP in his medium-term
planning decisions If technological breakthroughsare considered, additional difficulties
arise, as the unlimited options of upgrading a Si@klvork. Because there is a temporary cost
evolution and opportunity capital cost, differeftematives appear: when to change to the
newest technology (which period), total changeeiadtof partial ones, etc.
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The additional difficulties of MTP can be taken endontrol through a breakdown approach
again. So a general methodology to solve a planmiaglem in the MTP perspective consists
in dividing MTP into two separated and related pasisgle-period and multi-period

Single-period planning proces®bjective is to determine quantity and cost ofwuek
resources to meet a single-period incremental ddnf@ecast. It is schematically shown in
Figure 2.4.3. The process can foether divided into sub-problemslike in the LTP case.
However the problem is generally more complex tthansingle-period planning applied in
LTP, both because more constraints, existing regsuand their usage and available unused
resources should be taken into account and becamisedetailed output are necessary.

Multi-period planning processand its relationships with single-period plannprgcess can
be viewed in Figure 2.4.4. In order to minimise thial network cost in all the considered
periods, a relationship between single-period anllifperiod planning is established, while
an overall optimisation objective is in target. Besprovided by single-period network
planning process are the required network resoumcis® period. There is a relationship
between one period and the next one. Multi-periadiing process requires information
about the total amount of resources of technofmgnd typd, purchased in periadand
disposed in periofl (new acquisitions cannot be available since pwehiane), because these
resources are inputs in the following period.

Demand
period j
MTP Q
constraints ©
Y % A
e =
Installed [:l'> Installed
resources Single-period resources
~ process ~
— —
— 2
Unused Unused
elisp ST
time slot (j-1)—»4——— time slot j
timeiscale

Figure 2.4.3 - Single-period process in MTP

Appropriate network models should be formulatedach period. Furthermore, it is necessary
to take into account the different costs involvedhe adopted solution: usage of installed and
unused equipment (de-installation and new instalatosts), usage of uninstalled equipment
but purchased for taking advantage of scale ecasmr(installation costs) and usage of
purchased equipment (acquisition costs includirsgaitation). It is necessary to remark that
the equipment cost in each period includes its tgary evolution, and total investments in

each period are correctly discounted.

This kind of approach can be viewed asnae-scaled decision procesEach step requires
taking a decision among the available alternatiessh taken decision affects the future
decision and the overall solution. As the treehaf $olutions grows very fast in number of
possible branches, different waysrefiucing the decision tre¢composed of the whole of
solutions) are looked for. Typical levers to prdhe decision tree are application of network
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development strategies, consideration of technow@oical constraints and reduction of the
number of time-slots (i.e. MTP periods) taken iatcount.

As a result of this procesmptimal network solutionsare obtained. Three overall
optimisation goalsare possible, leading to different network results

1. optimise at the same time the network cost in @aciod;

2. optimise the discounted sum of the investments ftbenbeginning to the considered
period;

3. optimise the next MTP period, only considering streictural part (network architecture,
network structure) of the LTP results as a wealstramt.

These three goals answer to three different MT&pnétations, being the first well suited to
the MTP process described in Figure 2.4.2b andhind to the MTP process described in
Figure 2.4.2c. The second option can be adaptédtto the interpretations of MTP. In each
case, the costs taken into account in each pereod a

e the cost of the acquired resources up to the ceresdoeriod,

« the maintenance cost of the resources up to thadened period,

* network operation costs in the considered period,

e net saving costs from disposal of unused resowgéds the considered period,
e net saving costs from disposal of used resourdesedthe considered period.

Demand Demand _
matrices matrices
v Iy UTP
constraints constraints C D
O A
Y A %
N N |
Installed , Installed , Installed |~
resources |: Smg_le' resources |: Smg'le' resources E>
-, period . period _J cooo
process process -
lgy gy
Unused Unused Unused
resources resources resources
— ~
time s/ot‘ . . . ; time scale >
time slot j time slot (j+1)

(-1)

Figure 2.4.4 - Multi-period process in MTP

It is then possible to identifgifficulties that arise in single and multi-period planning s
of MTP, when an optimal solution is looked for. fRararly, in single-period planning

» previously installed and not paid off equipment teabe used,;

* limited budget difficult to use. Criteria for estshing network element priorities are
needed,;

* medium-term planning (MTP) needs to be agreed lwit-term planning (LTP);
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criteria for sub-network definition;

optimisation intrinsic problems;

while in multi-period planning

temporary cost evolution of network elements hdsetdefined;

demand uncertainty exists. Moreover, demand vagiancreases as temporary horizon
does. Planner should consider it when a netwotktisol is selected:;

technological breakthroughs have to be consideRatticularly, upgrading existing
networks to NGN ones is needed (minimising costrésig;

single-period planning problem has to be resolwveekich step;

different alternatives have to be compared. Asiredunvestments are not simultaneous,
a financial assessment rule is needed. NPV (NeeRté/alue) criterion may be used.

Summarising MTP is generally solved applying twite breakdown approach:

first a time breakdownallows to divide the single multi-period problemtd several
single-period problems;

then aLTP-like breakdownis applied to divide each single-period probleto isimpler,
solvable sub-problems.
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2.5. Overall plans per network layer and technology

o The inherent layering structure of the network eeldted technologies
together with the complexity of the overall netwanplies that the
network planning has to be performed also by layersnetworks and
technologies:

- By Layers in a vertical dimension following theesit-server relation (one
layer is supported in the layer below and providssurces for the layer up) as
indicated: Physical, Transmission, Routing/Switghiand
Applications/Services/Control.

- By Segments or splitting of the end to end comication into sub areas as
customer premises, access, core national, commatienal

- By Technologies or underlying technique as FO,WPDH, SDH, PSTN,
ATM, IP, NGN, GSM, 3G, etc.....

Fig 2.4: Network Layer Modeling for Planning and Design

< @

Voice Mail VolPI
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- The planning process starts with a first phaséhfe services and traffic
demand projection both at user interfaces androtggdestination interest

-A second phase considers the design for the fumaiievel for the involved
functions and technologies like: switching, routingpbile, data, etc.

- Intermediate results are given as inputs for $inaission and
control layers

- In a third phase, the transmission design anadnphg is performed and the
results are provided as inputs to the Physicaklaye

- Fourth phase contains the planning for the playsiements as ducts,
buildings, cables, FO, etc.

- Iteration is made among layers for consolidatlwing the functional layer
the one that may require more what-if analysidliercentral role played
among all the other layers and the services/custome

Fig 2.5: Phases of The planning process related ketwork Layers

Network Layers Planning Phases

Service and

Phase 4
Control level / Phase 1 ‘ -
f

Phase 2

Transport/SDH

Phase 3
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2.6.  Solution mapping per scenario

o Due to the large variety of geo-scenarios defingthb combination of
customers, services, geo-models, density, consamvailable solutions,
etc. the planner has to analyze and decide whictico is going to be
planned in more detail per scenario type. The recentded methodology
is structured in the diagram with a first selectiyntechnical compliance
followed by an economical evaluation of the Cost@ivnership that is
self-explanatory.

Fig 2.6: Methodology to obtain best techno-economatsolutions per scenario
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2.7. Relation among technical, business and operational plans

o The number of scenarios and high interrelation ajra@ctisions at each
level of the organization: Financial, Technical @yeration requires
implementing carefully an integrated processinglierinformation at each
stage which is summarized in the following diagraifee large ranges of
variation in many cases and the need to optiminergyes in competition
obliges to interchange results between the prosess# have an
information System across the organization baseOmerational Support
Systems (OSS) to facilitate consistency and spéeapplication

Fig 2.7: Rerlation between technical, business araperational plans

& &
Business Plan Technical Plan Operations Plan
Market demands Network Structure | | Labor-force
Pricing Technologies used| | Training
Costing Capacities Maintenance
Revenues Services provided | | OSS
Financial indicators| | Traffic forecasted Traffic measured
Investments Performances SLA fU|f|”ment

- -

Iteration to consolidate all plans
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2.8 Planning issues and trends when reaching NGN

Once the migration to NGN enters in the final etiolu steps after network topology
consolidadtion and access capacity increase talbeval, the specific NGN arquitecture and
systems at transit and local segments have todgra and optimized. Some of the key
planning issues to be solved and related activaiessummarized:

2.8.1. End to end multiservice traffic demand: Proesses for services and traffic flows
aggregation

In a full NGN network, all the service flows need be modelled with the IP traffic
parameters at the five levels of: 1) Calls, 2) Bess 3) Bursts, 4) Packets and 5) Bits for
each service class at the user origin. Due to éterbgeneous service types, they have to be
aggregated by affinity of demand types first (lkace, audio streaming, video streaming, file
transfer, etc.) in order to know the demand per as¢he network origin points. In a second
step, the service types have to be aggregated hlitfpaf Service category like a) constant
speed, b) variable streaming and c) elastic cayeigoorder to be able to dimension network
resources according to each grade of service andc8d_evel Agreement per category. A
well defined Sustained Bit Rate (SBR) common unidl aneasurement period of reference
(i.e.: 5 minutes) has to be used in order to maintansistency in the statistical aggregation.
This process is illustrated in the following diagra

Services per customer type Traffic per service/custo mer typ
Services projection Traffic units per service (multi-service IP)

Mapping services per customer Traffic aggregation per customer type

Traffic aggregation per O/D and flow category

Traffic aggregation per IP flow category
Traffic flow aggregation per O/D

Traffic matrices
Matrix per IP flow category (original BW flow)

\\ Dimensioning matrix (capacity BW) /

Fig: 2.8.1.- Multiclass Traffic evaluation procedsetwork level
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Once that all the matrices for that categoriesnaai defined, the dimensioning of network
resources is to be performed, according to the tm&thg procedures with the corresponding
algorithm for each category. Most frequent algonishare proposed and discussed within the
contributions at the International Teletraffic Coegp series.

2.8.2. Functionality and location for SSWs.

Up to now most published information describes Xt@&N network nodes like Softswitches
(SSW), Gateways (GW), etc. at a functional leved. don as a design has to be made and
optimized for a mature and large network, a nunab@&ew issues appear as:

- Decision on SSW multifunctional versus specifer p/pe of control and application (Fixed
network calls, mobile network calls, HLR, NM furmtis, OSS functions, etc.)

- Number of SSW by functionality, capacity and sé@guevel
- SSW locations as a function of all previous craaiats and survivability required

- Number and location of GWs as a function of cépscand optimum design either at transit
level, local level or hybrid assignment.

These and other more detailed issues are beinyzadatoday on a per case basis and
methodologies are in phase of consolidation foea@uge and optimum network evolution in a
near time frame.

2.8.3. Design for security at network and informaitn levels

The role of service providers within an NGN conjelat incorporate new multimedia
services and powerful functionalities, imply alssed of challenges to ensure security both at
the network resources as well as at informatiowslthrough the end to end communications.
Overall network planning and design has to take aticount the new risks, requirements and
solutions at the different network domains and layes summarized in the following

sections. Those requirements apply not only foretine target network but also for the hybrid
heterogeneous environments during the transitiasgh Classical PSTN had a specific
security provided by its closed nature and progreprotocols that is not the case with IP
based platforms and more flexible services whiehagren and require reinforcement to reach
equivalent security levels.

2.8.3.1 Risks and requirements on security

A variety of risks may appear in the network operaboth for the network operator and the
customer that are resumed in the following groups:

- Denial of service accessther by overflowing a target, information alteyiar blocking a
resource
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- Destruction of information or a network element by an attackawailability, deletion of
data or modification of the access rights

- Corruption of information content by an attack on integritynoodification of the stored
information

- Removalof information by theft or loss by an attack onitalality to critical data like
billing, service usage, etc.

- Disclosureor unauthorized access to an asset by an attackrdidentiality

- Interruption of a service or network subsystem by an attackvarability once service
was established

In order to protect the correct network operatind aervice delivery, a set of functional
requirements or countermeasures are to be ensndegexe considered within the NGN
capabilities such as:

- Trust relations establishment both for the operator tdaaine network and for the
customer towards the operator by well defined i@tatand Service Level Agreements. This
trust also concerns to the content access to iefgatmation and handling of Digital Rights
Management.

- Access controland Authentication or checking that the user is authorised to use the
service by means of mechanisms like firewalls, RUkéy Infrastructure (PKI), digital
certification, etc. Both for fixed and mobile sem$ the process of customer registration has
to consider contract type, user privileges as a®llefined preferences.

- Confidentiality: avoid access tno unauthorised information by encryption on access
interface of user communication and signalling bg af methods like encryption

- Communications security ensure that the required information only fldvesween the
intended origin and destination by use of spexzalirouting methods like MPLS, VPNSs, etc.
that will assign specific separated paths peritrditbw type.

- Integrity: avoid no unauthorised data modification and cordetivery on end to end bases
by means of methods like digital signature, antisjretc.

- Non Repudiation: ensure that the agreed performed actions for eawminact type can not
be denied

- Availability: ensureno denial of service/ accessibility of serviceslata under the terms
agreed by the corresponding service Level Agreesreemd Quality of Service by means of
correct forecasting, dimensioning, redundancy aesignamic assignment, dynamic routing,
etc.

- Privacy: avoidnon unauthorised profiling, disclosure and modtfmaof content by
methods of close access or encryption.
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2.8.3.2 Domains for application

In addition to the internal security protection inacisms within each network responsibility
or intra-domain, security processes have to beegppi the internetworking by use of the
interdomain security functions at each interfacendated in the figure below. Main
functionality implies the protection of informati@vailability, integrity, confidentiality, etc.
That mechanism is especially important for all itheolved service application servers and
service flows.

Fig 2.8.3 Internetwork Security Domains

-
DJ Security GW Function

Jhird party hird party
User Equipment/Teminals 1 Applicatiqus Applicatiqus

Domain & Domain

UserNetwork

From the overall end to end view, four main domaiategories are identified:

- Access Network Domain which is the first pointoointact of the customer to the home
operator and has a key responsibility on all theeas control for user devices and protocols.
Complexity for the operator is due to the largaetgrof devices, services and applications
that has to be deal with personalized usage, fiteywarus checks, spam filters, etc.

- Home Network Domain that is the network segmenwhich the customer is attached with
the central responsibilities on contract termsyiserdelivery, availability, security, etc. When
the communication is not leaving that domain, neeoexternal parties are involved on the
security functions.

- Other Networks Domain considers all the transd@stination networks that do not have a
direct contract to customer but are needed to cet@phe end to end communication path.
Responsibilities on security are not directly rethto that customer but towards the other
network operators through their signed Servicell&geeements.

- Third Party Applications Domain includes all extal service and content providers with
their associated platforms and servers that magdehed either from our home network
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domain or from other network domains. When theaust signs a given service agreement
with external service providers, especially for temts, the security functionality will be
shared with the communication networks domain.

Prior mentioned trust relations among involved ptayis reached through a well defined set
of Service Level Agreements with shared securitglmeisms, certifications, keys, etc.
supported by the corresponding experience on itiramous operational application. During
transition phases and while standards are beingetefSLA are being negotiated bilaterally
implying a high number of negotiations that grovwhwguadratic law with number of players
that is not easy for small operators. As soonasdsird procedures are well defined and
accepted, application to the high number of playelisoe much easier. New tasks for the
planner are the definition of security zones amdititation/optimization of internal and
external firewalls according to the network chagastics in order to avoid too many of them
or compromising service performance by the addéch elelays.

2.8.3.3 Security Layers

When considering the networks from the verticaklayg point of view, each layer has
specific risks, vulnerabilities and threads s@ itonvenient to have a hierarchical grouping by
affinity of the problems, corresponding mitigaticarsd solutions. Accepted splitting

considers the following three levels comprisinghngeveral vertical layers according to the
functions:

- Infrastructure Security Layer : Considers all physical and network equipment elémen
such as switches, routers, transmission nodes, Istkrage, energy suppliers, cables, etc.
It takes into account not only the elements inasoh but, especially important, their
interrelation in the network topology and conneityivbeing the topology itself a
fundamental element of the overall security.

From the planner point of view special importarsgiven to this infrastructure layer as
it has stronger requirements on the time anticypafior deployment. The number of
processing nodes at a mature NGN is much lowerithartraditional PSTN and is one of
the causes for savings in CAPEX and OPEX. Neverfiselin order to maintain a proper
level of survivability to the network and servicése design criteria cannot just be
extrapolated from the current networks and verysbimethods have to be applied at the
following areas:

- High physical security at topological level whiigher connectivity ratios and diversity
paths for high capacity and wide influence netwaokies

- High protection level for the energy supply ihkady nodes with duplicated or triplicated
sources of energy and diverse physical energy paths

- Design of large capacity routes and logical patith high security criteria

- Design of high security and protected buildingsdll involved elements and servers
associated to key services
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- High level of protection for intrusion, hackingdsecurity for accessibility to SSWs and
key NGN resources considering that within IP atiwoek interfaces are potential gates
candidates for access to the control.

- Service Security Layer :Includes the individual services or service bunglewided to
the customers such as VolIP, IPTV, IM, LBS, PtT my eombination of them. Those
services are based on service delivery platforrdsnaaly be provided directly by the own
operator or in combination with third parties. Thet that open service provision uses
open interfaces or Application Program Interfad®BI§) implies a new set of risks that
have to be managed in strong relation with agraest telations among players.

Examples of the functionalities for the servicggelathat are subject to security assurance
are: Call Admission Control (CAC) , Quality of Sexe (QoS) based information

delivery, Policy-based call routing, Signaling ! interworking, Reacting to network
congestion, Policing SLAs, etc.

- Applications Security Layer : Takes into account all applications either direahed by
customer services at the service provider, by thandies or by the operator itself in order
to ensure a correct internal operatibietwork elements considered here are all the
Application Servers (AS), Data centres, Web serv@mssence based servers, Contact
Centres, etc.

Security rules should apply to the many types @iiagtions that are more critical as
more degree of commonality in the network or highgract on services and business.
From the customer-service point of view, the folilmgvfour classes are identified:

o Applications and servers for common functionaliteseveral services: Home
Subscriber Server with User Profile Service Fumctigth information on
numbering addressing and user identification, Suitsen Locator Function, etc.

o Applications and servers for common functionalitsssociated to the operational
support: Charging and Billing, Traffic Measuremantl Engineering,
Performance control, Routing, Network MonitoringygsBomer Care, etc.

o Applications and servers that are specific to #rgises like VoIP, IPTV, Mobile,
PtS, IM, etc.

o Applications and servers related to third partEvises like e-commerce, e-mail,
conferencing, gaming, music download, alerts, etc.

Each layer acts as an enabler of security for thers and the security procedures at all layers
require an evolution with the implementation phasfethe NGN and IMS from current
separated services to the integrated ones. Secueithanisms need to be working during the
corresponding evolution from closed PSTN netwodkgards a pre-IMS or full IMS NGN
scenarios that incorporate more powerful embeddeckpures. Especially critical are the

real time applications like VoIP or IPTV with stgant constraints on delay and jitter that
should not be penalized in performance by the wayhich procedures of security are
implemented.
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2.8.4. Trends towards convergence at different netwk dimensions

Once that an NGN is implemented at transit, loocal access network segments, the
convergence possibilities are extended to more dmnthat the conventional fixed and
mobile services. The expected trends in convergkace the following dimensions:

- Convergence dtiletwork Technologlevel in wich synergies will be applied for dikt
network levels, hierarchies and geographical iooat

- Convergence adfiser Terminalor devices like mobiles, PDAs, GPS, etc. for all
functionalities on communication, frequencies, pcols, control positioning, agenda,
entertainement, etc.

- Convergence afiser Servicedomains with the same functionalities across ditfreetwork
types like fixed, mobile, XLAN, satellite, etc.

- Covergence aSSfor all functions on SLA management, Measuremefistvice
activation, Service management, Quality/performangg Invoicing, Billing, Customer care,
Provisioning, Inventory, Application monitoringtce

- Convergence df platforms Databases and enablers for SSWs, NM and OSS,

Economies of scale for higher customer densityslpasing volume, traffic grouping, system
sizes and technology scalation are the main busih@gers for the implementation of
convergence at the previous identified dimensions.

2.8.5. Planning inter-working and interoperability among domains

When multiple networks reach the NGN maturity stageumber of inter-working principles
have to be planed and designed to ensure the tenddo end operation. The operation of
different networks either belonging to the samerajoe or to different operators is organized
in management domains or set of network resour@eisatled by one management entity.
Inter-working and interoperability apply to a giveountry, a region, an operator or a sub
network with a given technological solution.

In order to ensure interoperability between NGNaarand administrative domains, a set of
network capabilities have to be planned. Such nétwapabilities include:

» Converting and trans-coding the media traffic

Static and dynamic routing configuration, policge=l algorithms
» Conversion of name, number or address

» Signalling inter-working
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* Exchanging charging and billing information

* Exchanging user and terminal profiles

» Security policy and authentication

The planner has a new set of tasks to specifytdpdasign, dimension, cost and optimize the
following network interfaces, points and functiatiak:

- Network inter-working points, points of presenpeegring points, provider edges that have
to be deployed at the networks edges with the sparding functionality, location and
dimensioning

- Admission control procedures for the traffic fl@eceptance on the base of flow priority,
demanded sustained bit rate, Quality of Servicailavle capacities, network routing
algorithms and coordination between the origin bas®l destination based acceptance
criteria.

- Management and filtering functionality acrosswaaks for the sensitive control and
management information like security level, autieation, authorization, user profiling, non-
repudiation, data confidentiality, communicatiocws#ty, data Integrity, availability, privacy,
etc.

- Protocol inter-working or adaptation for the di#nt types of traffic flows and the
information required to be interchanged for sersviaeross domains. Support multiple
transport stratum address inter-working scenariesinter-working scenarios among

different address domains, such as IPv4 and IPdfead domains, public and private address
domains.

- Charging information required for the multimedexvices, either based on calls, number of
events, information volume or sustained bit ratén\ai given quality.

- PSTN emulation and simulation functionality targaete calls with origin or destination in
existing PSTN networks while maintaining the cop@sding characteristics of end to end
flows service capabilities and interfaces as welicaensure service continuity respecting the
end-user experience unchanged irrespective ofitheging of the core network or the
crossing among different network types.

- SLA and e2e QoS management functionality witlpedicedures to measure and control
parameters defined at the SLA such as performatimesy throughput, delays, packet loss
probability, path availability, etc. that havelde coordinated among multiple domains in
order to ensure the properties signed with theocosts.
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The following diagram from the WG3 at the ITU FoedsGroup for NGN, provides a good

reference configuration to illustrate the intercection and interoperability points that have to
be planned

Transit

Reaqiona
Network B ..

gféfnsfm Additional
Transit Networks JSegment
Slt-?EA’ Interoperation and CE | \ Site B,
1N - - Measurement gg TE
Customer A Points Customer B ad
Segment Segment

PE: Provider Edge

Fig: 2.8.2 lllustration of reference interoperatstructure for NGN design by
the ITU-FGNGN
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2.8.6. Quality of Service considerations

Quiality of Service was a concept very well defineddelled, quantified and measured for
classical Telecom networks at ITU both at end w @ser service level and at a network and
system levels. When networks migrate towards naiitise multimedia services on IP mode,
the complexity of quality description enlarges torsxdomains, parameters and concepts
implying an increase of difficulty for definitiomeasurement and standardization. In addition
several entities conceive the quality with diffarparspectives, as in ITU, ISO, IETF, ETSI,
ETNO, etc.

For the point of view of a planner, it is not remui to address all operational details but it is
needed to focus more on the macroscopic paranatdrsalues that impact on the network
dimensioning and costing as those aspects arendgetbat have to be quantified with
anticipation for the decision making on architeetuand business planning.

The variety of different definitions demonstraties difficulties in assessing all aspects
related to the term QoS either focussed on thear&tprovider view or the customer
perspective. Basically ITU-T is oriented towardsoaerall QoS description for the different
services with two perspectives:

- Phase®f the service life cycle to analyze like: serviwevision, service
enhancement, service support, service conneceowice billing, service
management, etc.

- Criteriafor the quality observation like: availability, @agacy, speed, security,
reliability, etc.

It is important to understand that QoS differs froetwork performance. QoS is the outcome
of the user's experience/perception in a globalmagrwhile the network performance is
determined by the performances of network elemamésby-one, or by the performance of
the network as a whole. This means that the netwerformance may be used or not on an
end-to-end basis. For example, access performanially separated from the core network
performance in the operations of a single IP netywahile Internet performance often

reflects the combined NP of several autonomous oréiy

Thus QoS is not only defined or determined by messsthat can be expressed in technical
terms (network performance parameters), but alsa saybjective measure which is the
user-perceived quality and his quality expectatidimen QoS has to take into account both:

- Customer view: QoS requirements and perception
- Service provider view: QoS offering and achievement

The combination of both views and their relatiopsiorms the basis of a practical and
effective management of service quality including tonvergence of those perspectives. The
views and definitions by ITU-T are taken into aceoun following sections as a framework

for the needed considerations on quality. It hasetemphasized that standardization for
guality in NGN context is in progress and a mormplete vision will be available at the
completion of current Working Groups.
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2.8.6.1 QoS parameter types

Quality of Service parameters characterize theitydalel of a certain aspect of a service
being offered, and ultimately the customer satisfac QoS parameters represent subjective
and abstract user-perceived "quality” in termsurgified values.

QoS parameters can be used by service providenamage and improve how they offer their
services, as well as by the customers (end usgrarbrer providers) to ensure that they are
getting the level of quality that they are payiog fThey have now been used to support
commercial contracts such as SLA (Service Levekagrent) formulation and verification.
They are also used in call-minute trading, wheregps determined by volume and quality
grade.

- Objective and Subjective measurements

QoS parameters can be obtained from objectivelgestive measurement methods.
Objective QoS parameters are obtained from measunenf physical attributes of circuits,
networks and signals. They are normally used &srat indicators for service quality
characterization and improvement. The subjective Qarameters are obtained by actually
conducting well-designed customer opinion survéy®y are normally used as an external
indicator, e.g. for customer relationship managemen

-Primary and derived QoS

QoS metrics can be primary parameters that arendieted by direct measurement of call
characteristics or events, such as circuit noisleg @ath loss, or signalling release cause.
Alternatively, QoS metrics can be derived from Hemtion of primary parameters like
Statistical calculation, opinion modelling basednoe@asured parameters, opinion and
equipment impairment factors, etc.

2.8.6.2 Survey of standardized QoS parameters

Conditions for a parameter to be effectively usedederence for QoS management are: the
existence of QoS clear metrics, simplicity of ys®ven accurate representations of customer
perception, and commonly accepted as standards.s€btion provides a survey of existing
QoS parameters/metrics and QoS class definitions.

A — Call/session connection succes

This metric relates to the issue of how succedbtutalled party is reached for the requested
session and provide definitions of the commonlydus8R (Answer-to-Seizure Ratio, the
ratio of number of answered calls/sessions to numbseizures), and NER (Network
Effectiveness Ratio) either for conventional netvgoor generalized for NGN IP based
networks.
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B - Call/session connection delay

This metric relates to the issue of how long &swhaiting time to get to the called party or the
call/session after the initial set-up request Botltconventional circuit-switched networks
and generalized for NGN IP based networks.

C - Conversation and voice quality

This metric relates to the issue of how satisfactbe conversation quality or voice quality is
during the call. Conversation or voice quality tenaffected by parameters such as noise,
echo, speaking volume, transmission delay, andinmeats due to voice compression,
packet loss, and jitter. The following models aegng used:

- Subjective evaluation

The most direct way to assess voice quality isuilgjective evaluation using human
subjects. ITU-T Recommendations provide specificetion a 5-point Mean Opinion
Score (MOS) for voice quality assessment (1 = Baxlpoor, 3 = fair, 4 = good,

5 = excellent). While subjective evaluation prodsioesults reflecting user perception,
it is however costly, timing-consuming and diffictd carry out, particularly in
operations. Objective evaluation techniques aneetbee employed to estimate user-
perceived MOS using signal-based or parameter-l@sgrho-acoustic models.

- INMD measurement

In-service Non-intrusive Measurement Device Voieevi@e Measurement defines
the scope of measurement and accuracy objectiveicd grade parameters such as
speech level, noise level, echo path loss and patiodelay, based on non-intrusive
monitoring of live calls.

- The E-model

The E-model, A Computational Model for Use in Tramssion Planning gives the
algorithm for the so-called E-model as the comnida-T Transmission Rating Mode
for assessing the combined effects of variatiorseireral transmission parameters that
affect conversational quality of 3.1 kHz handsé&tgbony. The primary output of the
model is a scalar rating of transmission qualitythis can be transformed to give
estimates of customer opinion. A major featurened tnodel is the use of transmission
impairment factors that reflect the effects of nmodgignal processing devices. The E-
model requires the knowledge of the end-to-endigardtion, i.e. networks and
terminals, and is intended for network planningposes.

The transmission quality is calculated taking iatcount the basic signal-to-noise
ratio, including noise sources such as circuit@aisd room noise, the impairments
caused by delay and the effective equipment impaitrfactor representing
impairments caused by low bit rate codecs. It alstudes impairment due to packet-
losses of random distribution.

- PESQ

Perceptual evaluation of speech quality providstadardized signal-based psycho-
acoustic model (PESQ) to obtain predictions of ymegceived speech quality using an
intrusive test-call approach. PESQ, which is a wag-listening model, attempts to
generate a prediction of user-perceived MOS by @img the transmitted reference
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speech signal and the received degraded signaimblel takes into account
impairment effects due to voice compression anadelfdork parameters (e.g. jitter
and packet loss), in addition to conventional dtrewitched network impairments
such as noise and echo. As it is a one-way listemadel, the effect of absolute
transmission delay is not included.

D - Video transmission quality

Video quality has additional complexity due to theage and visual effects that are treated as
subjective evaluation in a 5-grade scale (1 tabpbth quality-based (bad to excellent) and
impairment-based (imperceptible to very-annoyirggessment of television signal quality.

E - IP network performance parameters

ITU-T Rec. Y.1540 defines network parameters thay ime used in specifying and assessing

IP network performance. They are applicable to netvgegments or end-to-end connections.
The most common defined metrics include the comgnoséd parameters:

-IPTD (IP Packet Transfer Delay),

-IPDV (IP Packet Delay Variation, or jitter),

-IPLR (IP Packet Loss Ratio), and

-IPER (IP Packet Error Ratio).

These network performance parameters togetherthatlssociated target values for different
QoS classes are useful for supporting SLA manageatehe wholesale level as well as at
the end-user level.

2.8.6.3 QoS classes and performance objectives

In order to facilitate QoS management for serviog lausiness applications, different classes
of QoS have been defined either for different sertypes, or the same service type but
different price brackets. Performance targets @aspecified for each QoS class in terms of
the value ranges of pertinent QoS metrics. Thewohg are examples of QoS class
definitions provided by standardization organizasio

- VoIP QoS classes

VoIP QoS classes are defined by levels accorduegatl parameters such as transmission
rating R-factor, speech quality (equivalents ofwnovoice-codec quality) and end-to-end
delay. The result is a 4 level class as (4 = High,medium, 2 = acceptable, and 1 = best-
effort/no-guarantee) that are used for the negotiaif the SLAs and the network capacity
dimensioning
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ITU-T defines six IP QoS classes based on agpits, node mechanisms and network
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techniques:
Table 2.8.6.1 — Guidance for IP QoS classes
QoS class| Applications (examples Node mechanisms etiWork techniques

0 Real-time, jitter sensitive, Constrained routing and
high interaction (VolP, Separate queue with distances
VTC) preferential servicing,

1 Real-time, jitter sensitive,| Traffic grooming Less constrained routing
interactive (VolP, VTC). and distances

2 Transaction data, highly Constrained routing and
interactive (signalling) Separate queue, drop distances

3 Transaction data, priority Less constrained routing
interactive and distances

4 Low loss only (short Long queue, drop priority]  Any route/path
transactions, bulk data,
video streaming)

5 Traditional applications of Separate queue, lowest | Any route/path
default IP networks priority

For each QoS class, IP network-performance obgstare defined in terms of value ranges

(upper bound) of measured IP network parameteid IFPDV, IPLR and IPER. Because

this guidance is specified from the network persipecit is particularly useful for SLA
support at the wholesale level (between serviceigeos), where end-users’ perception may
not be directly measurable.

- End-user multimedia QoS categories

ITU-T specifies different multimedia QoS categotiiesn the end-user’s perspective.
Performance considerations are addressed in tdrtheee parameters (delay, delay variation,
and information loss) for different service applioas, including:

- Audio: Conversational voice, voice messaging, high-quatiteaming audio
- Video: Videophone, one-way video

. Data: Web-browsing (HTML), bulk data transfer/retrievimsgnsaction (e-
commerce), command/control, still image, interaztpames, Telnet, e-mail (server
access), e-mail (server-to-server transfer), aatedriority transactions, etc.

- Speech transmission quality

ITU-T defines five categories of speech transmissjoality that can be used as guidance in

establishing different speech transmission quéigls in telecommunications networks. The
definitions provided are independent of any sped¢dchnology that may be used in different
types of network scenarios under consideration.
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Based on the primary output of the E-model, then3maission Rating Factor, R provides the
following definitions of the categories of speedmsmission quality in terms of ranges of
Transmission Rating Factor R. Also provided arecdpsons of "User satisfaction” for each

category.

There are procedures to relate R values with ajbality parameters like MOS and values
lower than 50 are not recommended for any case.

Table 2.8.6.2 — Definition of categories of spdetransmission quality

R-value range

Speech transmission
quality category

User satisfaction

90<R <100 Best Very satisfied

80<R <90 High Satisfied

70<R <80 Medium Some users dissatisfied
60<R <70 Low Many users dissatisfied
50 R <60 Poor Nearly all users dissatisfied

The R-value is a measure of a quality perceptidmetexpected by the average user when
communicating via the connection under considenatijoiality is a subjective judgment such
that assignments cannot be made to an exact bgubetveen different ranges of the whole
guality scale. Rather, the quantitative terms sthdel viewed as a continuum of perceived
speech transmission quality varying from high gyahrough medium values to a low
quality as illustrated in the following Figure.

high medium low Area not
quality quality quality recommended

linear quality scale

L o o L o .| Overall
100 90 80 70 60 50 Rating"R"

T1211030-99

Figure 2.8.6.1 — Judgment of a connection on ankar quality scale

2.8.6.4 Service Level Agreement (SLA)

Due to the higher complexity for quality agreemeaartsong related entities motivated by the
new parameters, the lack of history of new servazesthe provisional status of the ongoing
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standardization process, it becomes essentialgioiexhe capabilities of the SLAs in order to
ensure the appropriate end to end quality acr@sdifferent service or content providers
involved in the provision of a given service.

A Service Level Agreemeista formal agreement between two or more entitiasis reached
after negotiation aiming to define service chanasties, responsibilities and priorities of the
involved parties. An SLA may include statementsutlperformance, billing, service delivery
but also legal and economic issues.

The part of the SLA which refers to QoS is callégat Agreemerand includes a formal
programme mutually agreed by the two entities faasing, measuring and monitoring QoS
parameters. The goal is to reach the QoS agreedwipio the end-user and thus obtain the
end-user’s satisfaction. Although the definitioraobLA is a bilateral negotiation between the
signing entities, from the QoS point of view it skebconsider at least the description of
subsystem or interface for observation, the charaeition of traffic flows, the selected QoS
parameters with related objectives, the measureprenedures with observation time periods
and the related corrective actions when deviatevagletected.
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Chapter 3 — Service definition and forecasting

A new pleyade of services is being incorporatethéotraditional ones in the domain of voice,
data and video due to the capabilities offerechigyntew technologies and the users demand
in the information society.

In addition to the multimedia type of new serviaéspakes sense at the same time to
specifically see how the availability of basic tmlenmunication services can be secured and
means for extending their reach cost-efficientlyjtas seen that telecommunication services
in the coming ears increasingly become availatde & those (numerous) people who have
so far lived outside service coverage, or haveaffotded such services, and are now
becoming the next billion of cost-conscious tele@®rvices users.

The chapter addresses the needed modelling andctéi@zation of services that is required
for the planning activities.

3.1. Customer segments

3.1.1. Per socio-economical category: LE, SME, SOH®usiness, High-end residential,
Low-end residential, etc.

3.1.2. Per consumption level: stratified per consuption unit (time, events,
information volume)

3.1.3. Per type of end user class (innovators, folers, lazars, addicts, etc.)

3.2. Services definition and characterization. Categories

3.2.1. Service definition as voice, data, video, etc.

Service requirements:

* bring services to customers in a way that is
- in accordance with the trend to separate thes rolé&ervice Providers, Network
Providers, Content Providers
- future-proof (easy incorporation of new serviced aatwork technologies)

* support levels of QoS in terms of delay, jittesdpreliability, availability
e support security
» faster access - where is the bottleneck? ... argkiprioblem really speed or

prioritization?
* be simpler/cheaper to operate/maintain/manage
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Next Generation Service Architecture will suppovtide variety of servicesIntroduction of a
variety of new services and applications will besgible because of the open interfaces that
are typical for NGN.

Figure 3.0.  Possible grouping of Next Generatierviges

Voice Telephony- NGN will likely need to support various existiagice telephony services
(e.g., Call Waiting, Call Forwarding, 3-Way Calljngrather, it will initially focus on the
most marketable voice telephony features.

Data (Connectivity) Services Allows for the real-time establishment of connety
between endpoints, along with various value-adéatufes (e.g., bandwidth-on-demand,
bandwidth management/call admission control).

Multimedia Services- Allows multiple parties to interact using voiegjeo, and/or data.
This allows customers to converse with each othelevdisplaying visual information.

Virtual Private Networks (VPNs}-allowing large, geographically dispersed orgaiors to
combine their existing private networks with pomsoof the PSTN, thus providing subscribers
with uniform dialing capabilities. Data VPNs progiddded security and networking features
that allow customers to use a shared IP netwoek\ABN.

Public Network Computing (PNC} Provides public network-based computing services
businesses and consumers. For example, the p@hiork provider could provide generic
processing and storage capabilities (e.qg., tohestb page, store/maintain/backup data files,
or run a computing application).
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Unified Messaging- Supports the delivery of voice mail, email, fagil, and pages through
common interfaces, independent of the
means of access (i.e., wireline or mobile phonmmder, or wireless data device).

Information Brokering — Involves advertising, finding, and providinganfation to match
consumers with providers. For example, consumearklgeceive information based on pre-
specified criteria or based on personal prefereandsehaviour patterns.

E-Commerce- Allows consumers to purchase goods and sereleesronically over the
network. Home banking and home shopping fall ihis tategory of services.

Call Centre Services A subscriber could place a call to a call ceagient by clicking on a
Web page (the agent could be located anywhere, @aveome - virtual call centres). Agents
would have electronic access to customer, catalagaek, and ordering information, which
could be transmitted back and forth between th&owsr and the agent.

Interactive gaming— Offers consumers a way to meet online and ashainiteractive gaming
sessions (e.g., video games).

Distributed Virtual Reality— Refers to technologically generated represemtsitof real
world events, people, places, experiences, etwhioh the participants in and providers of
the virtual experience are physically distributed.

Home Manager— With the advent of in-home networking and ingglht appliances, these
services could monitor and control home securisteys, energy systems, home
entertainment systems, and other home appliances.

The classification on the 12 categories covers robite services spectrum

and could be subdivide into specific services gdexl more detalil.

VIDEO distribution services could form a categogyitself due to the high importance in
demend, traffic, revenues, etc or alternativellyntraned in an explicit way to know in which
category they are.

3.2.2. Service characterization by traffic, bandwith, etc.

3.3. Services mapping to customer segment
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3.4. Service forecasting per segment

Earlier, fixed lines were the way to build telecearvices.. Today, the mobile has become
also choice in increasing welfare by telecommuiocaservices.

Voice and simple messaging services have becoreg al&€ment in increasing the welfare of
both society and the individual. However, thesedi@tecommunications services have so far
been too expensive to afford, or have not beerlaaiat all for those most in need.
Moreover, the current business models and coslsl@féelecommunication operators are not
sufficient to support extending the availabilitylesic communication services as widely as
demanded, but this can be changed..

Affordability and cost of service are clear drivéws the new mobile end-user segments. This
requires new thinking in business practices artthimetwork planning, right through to
network operations and maintenance. Many operateralready active in the new user
segments. Also, other industry players are recagmibe opportunity.

Regulators — both on trade and technology — aeefocal role to define if the
telecommunication services are to be made avaifableider part of the population than
today, contributing to regional development.

For the operators there is no single set of appléceules for cost reduction. The key areas
requiring attention naturally are how to reducerapenal expenditure (OPEX) and capital
expenditure (CAPEX), minimise average cost per (8€PU), and enable profitable
business from segments with low average revenuageer(ARPU).

The industry believes that lowering the total adfsbwnership for consumers — for the
benefit of also entry-level segment — will createwgth opportunities in low mobile
penetration markets.

Basic telecommunications as catalyst for improviraifare
Basic telecommunication services

Basic telecommunication services are defined piilgnas voice and simple messaging to
other users of telecommunication services on @natiscope. They can also include basic
data communication services enabling the use ohié-and access to the Internet. The
availability of these services is a significant dyutor to the development of local and
national economies, including the health of peogtieication, social contacts, and supporting
the government in their effort to serve the natiothe best possible manner.

Focus has shifted to mobile telecommunications
Until the past decade, the implementation of s@chises was dependent on the availability

of the fixed telephony infrastructure, with limitadility to expand these services to
previously unanticipated volumes of new subscribers
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Since then, the provision of basic telecommunicesiervices through mobile telephony has
changed both the affordability and expandabilityhaf service. What used to be considered as
luxury has become a justified commodity in a mayooif countries.

However, as the deployment of the mobile telephafrastructure has taken place through
commercial implementation of the services, theiserkias initially only been made available
where the local domestic economy results in indiald with sufficient wealth for these
services, i.e. primarily in cities and urban areas.

Lack of telecommunications facilities both in urbanand rural areas

The resulting lack of service coverage has sorfaueed basic telephony services are
unavailable to a significant number of people imewf the more rural areas, where the
common challenges of life would favour a wirelede¢ommunications solution the most.

In addition to the rural areas, basic telephonyises are still considered to be inaccessible
for large numbers of people living in cities, ooand them, either due to a lack of fixed
telephone lines, because significant expansiotiseoéxisting wireline infrastructure are
laborious and time-taking, or because they arahlgt to afford subscribing to telephone
services.

MAJORITY OF NEW TELECOMMUNICATION SERVICE USERS INHE COMING
TIMES WILL COME FROM THE ENTRY SEGMENT

For the 6.4 billion people in the world, there amerently 2.2 billion telephone lines (fixed
lines and mobile subscriptions altogether).

world population

mobile subscriptions

fixed lines

Figure 3.1.  World population and number of telephoe lines

Mobile lines have been estimated to have surpabsedumber of fixed lines in the year
2002, as the more flexible and economic way ofding new telephony services.

It is characteristic of the telephone services thair availability is unevenly distributed
globally; in some countries telephone penetratiozaay exceeds 100%, whereas in some
countries the lack of any basic communication seis severe.
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Table 3.1. Population and telephone line statisticsxamples
(from 1998-2002)
Country Population  |Fixed + Population
(millions) cellular minus
lines number of
(millions) |telecom lineg
(millions)
I ndi a 1046 36 1010
Chi na 1284 327 957
| ndonesi a 231 15 216
Paki st an 148 4 143
Bangl adesh 133 1 132
Ni geri a 130 2 128
Brazi | 176 48 128
Russi a 145 44 101

From a service provider’s view, the very high numtiesuch potential subscribers can
compensate for the limited revenue potential o$¢heew subscribers. By improving their
internal efficiency and business support processag&ral operators, e.g. in India and the
Philippines, are creating a profitable businese cag of this new subscriber potential
through solutions such as prepaid and short mesgagi

As global telecomms penetration is expected to Eodbring this decade, there will no
longer be such strong growth in many of the coestwith established telecommunications
services, the subscriptions in most of the new gnawnarket countries will increase many-
fold, creating a challenge for the telecommunigcabperators in those countries.

While limited availability of service is a key litaition to growth, the clear driver for wide
adoption of telecommunication services beyond tiveeat subscribers is the cost level seen
by the end-user, including acquisition of a suggtthone, the subscription, and the cost of
actual usage. The recipe for increasing affordaiuli the offering is formed as a sum of
multiple contributors:

- operators are contributing by extending theicheia distribution and lowering their overall
cost per subscriber, thus enabling themselvesawige more affordable services to end-users
on a profitable basis

- telecommunication vendors are contributing bynigyto find ways to produce more cost-
effective products, with minimized logistics andtdbution costs

- in general, governments have contributed by englglompetition on the market (to drive
the cost levels down), and re-grading telecommuimicgproducts and services into basic
rather than luxury items in taxation and duties.

3.4.1. Forecasting methods

The forecasting methods could be divided in thfahg generalized groups:
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* Time trend forecasting methods — it is assumeddee¢lopment will follow a curve
which has been fitted to existing historical data

* Explicit relationships between demand and varicismnining factors — basic
assumption is that these will remain the sameaerfuture

« Comparing various steps of telecommunication dgraknt — it is assumed that the
less-developed country (or area) will develop ®ldvel of the more developed one

« Personal (subjective) judgment in the forecaste-ftiture will resemble the person’s
previous knowledge and experience of past develafsne

As one example the Logistic model from the timadréorecasting methods is
presented.

In the Logistic model (Fig. 3.4.1) the developmisrdupposed to follow a curve
which first accelerates, then passes a point tdahbn, and finally the development slows
down and approaches an asymptote, the “saturadi@h’] or “the maximum density”.

That model fits very well with change in time o&ttensity of group of customers
from a customer class, populated place, region, etc

Point of inflection

T(0) T(0) + TW,

Fig 3.4.1. Forecasting methods- Logistic model

Mathematical expression for the Logistic model tiorcYy and corresponding density
calculationDy is:

Dy =¥, [DVAX,
1
(1+e-Cv(T-B))W”

X/:

To define the Logistic function is sufficient todw two points from the curve and the
saturation value. The two points could be presantber of customers and number of
customers in some past moment, e.g. one year ago.
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Practically is better to perform forecast with thegistic model on the customer’s density, as
far as saturation on the density is a clear pamngetg. one access point per household),
whilst saturation on the customers varies withtiime (e.g. population changes with the
time).

3.4.2 Demand forecasting per site and per area

A site presents group of customers/subscribers, contedtiaone point (one town, village,
group of houses, etc.) or location of large businedich will be connected by one link (e.g.
business center connected by optical fiber).

Site is typical model for customers from villagesl@mall towns in rural regions or for large
business locations in cities.

If site model is used customer densities are defper site or the site presents one access
pint.

Also each site is described with a specified mitwieen different categories of customers.
The site model could be related to Graph model. (B:#}2) with customers in the nodes of
the graph and arcs of the graph representing gpbigead distances.

Fig 3.4.2. Forecasting per site

An area presents group of customers/subscribers, homogshedistributed in a
geographical area (group of buildings, houses).etc.

They can be just a few or a substantial numberripg upon the studied region and the
desired precision.

It is typical model for metropolitan zones (Fig 3} where in the suburbs areas could be
quite big (e.g. one residential district) but il ttenter they are much smaller (e.g. just one
administrative building).

If area model is used customer densities are difiee area, e.g. per square kilometre.
Also each area is described with a specific mixveen different categories of customers.
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Fig 3.4.3. Forecastung per area

3.5. Service bundling

Service bundling is the packaging of a number ofises together in such way that the price

of the bundle is less than the price of the indigidservices or smaller bundled packages of
those services.

3.6. Service security
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Chapter 4 — Traffic characterization

Traditionally demand is expressed as calls gengtatehe users and their traffic
characteristics as holding times and statisticgtrithution laws. At the starting times of
teletraffic theory, calls were carried out in citamode and no further insights were needed
on the call content. A well established theory,dehodels and engineering procedures were
developed and applied by research communitiedTtieoperators, manufacturers and
forums like the International Teletraffic CongréBsC).

4.0 Multilevel Traffic modelling for NGN

With the advent of new technologies and speciakéygacket mode and the IP traffic, the
demand flows have different related levels andsusuich as: “calls”, sessions, flows, packets
and bits that requires to extend the traffic chiamézation to all that levels and to incorporate
more parameters.

The following diagram illustrates the concatenatgutesentation in a hierarchical manner of
the different traffic elements in an IP mode mudia service like appears in an NGN
environment.

Level 1: Customer Service time at “Call” level

Level 2: Activity/Communication times at
Session/Application level

\
Pt

Level 3: Communication times at Flow/Burst level

— — — <«— Level 4: Transmission times at Packet level

Fig. 4.0.1 Multilevel modelling for “call” drivesommunications generating traffic in NGN

All the fundamental statistical models within teddtic are applicable to the four mentioned
levels but with different distribution laws for asal and holding times as a function of the
service type, information content, protocol usék(IfCP) and interactions of the flow
sharing systems within the network. In a globalwige may speak of traffic of “calls”,

traffic of sessions, traffic of flows, traffic olgkets and finally traffic of bits at the
transmission layer. Term “call” here is a genemdlan of the classical term as an attempt to
stablish any type of communication.
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Variety of service types generate a wide rangehafacteristics: from very short “calls” like
in an SMS with single session and single messagertplex “calls” for multimedia services
with several sessions and multiple parallel flow$oag “calls” for video with high volume of
information. First three levels (“calls” sessiomsldlows) are basic for the dimensioning of
control and management related network resourkesSkervers, processors and IMS
associated elements while level 4: Packets argdl &ieé fundamental for dimensioning of
routers, paths and links.

From recent research activities we may assumatibadrrival laws for the first three levels
may follow independent distribution functions (i.ef Poissonian type) due to the fact that are
originated by random (or quasi random) user decssivhile at the packet level trains of
packets are generated in bursts by the protocadl aisé the bandwidth sharing mechanisms,
so a dependency among consecutive arrivals has ¢orsidered and different models are
required.

The multiplicity of service types gives origin tdhagh number of traffic flows in the network
due to the type of content and also to the differequirements on Quality of Service. In
principle each service type may be modelled witipecific set of arrival laws, holding times
and correlations among packets, so individual serassociated network resources need to
use that specific service characterization. Atrtfaroscopic network view and in order to
simplify treatment at aggregated level those ses/are grouped into classes by similarity or
rules in order to allow for a practical engineerprgcess.

Combining traffic flows behaviour and type of Qa$hstraints the following main traffic
classes are recommended for the modelling at nktisgel:

- Class 1 - QoS constant streanbandwidth transmission at a constant speed with a
specified delivery and jitter (ie: leased lineslao distribution)

- Class 2- QoS variable streambandwidth transmission at a variable speed dérive
from a user information and coding algorithm whielyuires guaranteed quality and
specified packet delay and jitter (ie: VoIP, Vidgoeaming, audio streaming, etc.)

- Class 3 - QoS elastidbandwidth transmission at a variable speed withtiat
restrictions and asynchronous delivery (ie: brogsfite transfer, mail, UMS, etc.)

Each of that traffic flow-quality classes may reeea specific modelling for service
aggregation of the same class that facilitatesvdgon of traffic matrices and dimensioning
of resources for specified performance. Erlang-Matk traffic models are recommended for
the QoS stream class and “processor sharing” maielrecommended for the QoS elastic
class. Additionally, subclasses may be differeatlatvhen priority differentiation is applied at
management applications.

For the network evolution towards NGN the classmabels will coexist in a long period

with the new ones in the full IP mode. In whichldals, a summary is provided for the well
establish procedures for circuit and packet moeasgoapplied today and those generic
models also applicable to current installed netwoRor a continuous update on new models
and procedures refer to the evolution and pubboatiwithin the ITC community.
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4.1. Traffic units for service characterization

In teletraffic theory the worttaffic is usedo denote the traffic intensity, i.e. traffic pene
unit [4.1].

4.1.1. Traffic in Erlang

Definition of Traffic Intensity: The instantaneous traffic intensity in a pool of
resources is the number of busy resources at a giggant of time.
The pool of resources may be a group of servegsirenk lines. The statistical

moments of the traffic intensity may be calculdi@da given period of tim&. For the mean
traffic intensity we get:

, 1 r
YT = T f;, n(t)dt.

wheren(t) denotes the number of occupied devices at thettim

Carried traffic Y =Ac: This is the traffic carried by the group of sessduring the time
interval T. In applications, the term traffic intensity udydlas the meaning of average traffic
intensity. The unit usually used for traffic intégss erlang (symbolE).

4.1.2. Bitrate — Mean rate, Pick rate

In a bit stream, the number of bits occurring pat time, usually expressed in bits
per second is called bit rate (BR).

Fig. 4.1.1. shows three different cases of bitestre with different variations of the
bitrate.

Bitrate
Peak Eatel |--eeeeeee e (Peak Rate . Meaﬂ Rate} ..........
Peak Rate 2 . ™
: -
i ™ I %
: b 3
C : . ' : ;
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Fig. 4.1.1 Cases of bit streams with different atons

The mean rate is for all 3 cases the same. Thenagadkand thus the terms (Peak Rate —
Mean Rate) are significantly different.

The effective bit rates or capacitieg (1, C2, C3), which must be allocated is the Mean
Rate plus a Delta, depending on (Peak Rate — Ma##) RH (Hurst) and the Buffer Size B.

4.1.3. Total traffic, present of service

The total originating and terminating traffic ida&vely easy to be calculated and
forecasted, as far as it is proportional to the Inemmof customers/subscribers and the average
calling rate/traffic per subscriber.

Usually the originating and terminating traffic gerbscriber is measured and known.
Also the percentage of the outgoing/incoming lomjeshce, national or international traffic
may be known.

A more presize traffic study will include not orthye traffic per subsctiber, but also
traffic per each service used by a subscriber faacustomer group.

For example, if VoIP service is presented, the iregubit rate is specified and a VolP matrix
is created. The VoIP matrix contains the numbesubEcribers using this service
simultaneously.

4.1.4. Service and degree of usage

4.2. Reference periods for dimensioning

Busy Hour: The highest traffic does not occur at same timeyeday. We define the concept
time consistent busy hour, TCBId those 60 minutes (determined with an accurgoy.@f 15
minutes) which during a long period on the averdaggthe highest traffic.

It may therefore some days happen that the trdificng thebusiest hours larger than the
time consistent busy hour, but on the average ssgral days, the busy hour traffic will be
the largest.

We also distinguish between busy hour for the tigi@communication system, for one node,
e.g. exchange or router, and for a single grougeofers (link), e.g. a trunk group. Certain
links may have a busy hour outside the busy hauthi®node (e.g. trunk groups for voice
calls to the USA).

In practice, for measurements of traffic, dimensignand other aspects it is an advantage to
have a predetermined well-defined busy hour.
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4.3. Traffic aggregation process

Traffic aggregation process assumes sub summadhtidifferent flows sharing the same
identifier (may be additional) across a common patine network. Thus if only this
identifier is used to switch traffic through thetwerk, the flows inside an aggregate are not
distinguishable any more.

Some well-known advantages of aggregation — edpetiahe case of architectures that
keep flow states (like ATM and MPLS) — are redutiste and space requirements in core
nodes and multiplexing gain for bandwidth and buffe

At the network planning and design phases it is@uofical to consider the degree of detalil
derived from each of the myriad of services co@xisin the network. When dimensioning

the different network segments like edge and deoaéfjc flows are aggregated by affinity of
treatment in the dimensioning formulas as propasegction 4.0.

In order to maintain consistency in the aggregapimtess the same observation period
should be used both for measurements and dimengiolni that case the busy period is the
one corresponding to the aggregated multiservagdland is not necessarily coincident to
the busy periods of individual single services

As in the all IP mode the elementary traffic unibie processed is the packet that has a much
shorter holding time than a traditional call, theation of that busy period should be
redefined in order to ensure a good statisticadiBa@nce of the measurements and , in
consequence, should be shorted that the well édtaldl “busy hour”. Although no standard
has been agreed up to now, several recommendatieqsoposing 5 minutes as the adequate
“IP busy period” to be long enough to ensure sigarfce of the measurement avoiding
transitory fluctuations and short enough in ordeavoid inadequate averaging with negative
effects due to an impact on under dimensioning.

Aggregated traffic/class

Maximum
load Elastic Class
measured at 5
Nominal gwézcijnsd 1 hour
load
Variable
Streaming
Class

Traffic carried
with QoS Constant
Class
| Time
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Fig. 4.3.1 lllustration of aggregated loads per @tzSs

In the figure 4.3.1 it is represented a typicatleaolution case through time when
considering the priority assignment per aggregttdtic class with lower priority to the

elastic type. This scenario, will handle all trafflasses with the corresponding QoS when
demand is lower than the Nominal Load (load at Wigerformance parameters are satisfying
the carrier class SLAS). Elastic traffics over tleatel are carried without that specific QoS. In
other scenarios in which the variable streamingsclaill surpass that nominal load, traffic of
corresponding services will not satisfy requiredlgy and will be lost or out of compliance.

For the set of resources dimensioned with a bartiveigpacity like links, paths,
interconnection points, etc., it is desirable te asunified traffic unit in a time consistent busy
period like the one proposed of 5 minutes. For elsfimed class at section 4.0, the following
unit is proposed:

- Equivalent Sustained Bit Rate (ESBR) or aggrejatpiivalent rate able to sustain a
specified QoS for a given service class duringraroon reference busy period (i.e. 5
minutes).

- For a collection of services and customer tyfes aggregated traffic will be
computed as a weighted average of the servicasftie considered QoS class and
customer type (j) at each network eleméntyj ESBRIj.

That unit could be used as an element for unifiaffit engineering in order to build
the demand traffic matrices and through the differeetwork segments and especially at the
interconnection points either between domainsmétavork or between different networks at
national or international level. For the planned éime network designer, this unit and traffic
matrices would serve to ensure a consistent preeeduhe multiclass evaluation process
referred at the section 2.8.1.

4.4. Traffic profiles

The teletraffic varies according to the activitytie society. The teletraffic is generated by
single sources, subscribers, who normally makelelee calls independently of each other.
A investigation of the traffic variations shows tlitas partly of a stochastic nature partly of a
deterministic nature. Fig. 4.4.1 shows the varratiothe number of calls on a Monday
morning. By comparing several days we can recogaideterministic curve with superposed
stochastic variations.

During a 24 hours period the traffic typically Ico&s shown in Fig. 4.4.2. The first peak is
caused by business subscribers at the beginnitig aforking hours in the morning, possibly
calls postponed from the day before. Around 12olcit is lunch, and in the afternoon there
is a certain activity again.

Around 19 o'clock there is a new peak caused baafwicalls and a possible reduction in rates
after 19.30. The mutual size of the peaks depemasg other thing upon whether the
exchange is located in a typical residential arda a business area. They also depend upon
which type of traffic we look at. If we considektkraffic between Europe and e.g. USA most
calls takes place in the late afternoon becausigedime difference.

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



62

160 Calls/minute |
so [f T SRR (LA TV & -
8 9 10 11 12 13

Fig. 4.4.1 Variation in the number of calls on ardday morning
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Fig. 4.4.2 Typical traffic profile for 24 hours ped

The variations can further be split up into vadatin call intensity and variation in service
time.
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4.5. Origin/destination of the traffic flows in Local, Metropolitan, Regional,
National, Continental and Intercontinental networks

The bases for effective network planning are th#fitrdata between each two nodes of the
network.

Such traffic values are typically shown in an artgiestination traffic matrix, based on the
origin/destination of the traffic flows in local,etropolitan, regional, national, continental and
intercontinental networks.

The traffic matrix presents point-to-point trafbetween nodes of local, metropolitan,
regional, national, continental and intercontineneworks.

On Fig 4.5.1 is illustrated a set of traffic matscconsisting of one traffic matrix for each
service.

(9]
I
(R

2 ATy

I

_'\”J (T App(T)

I

Fig. 4.5.1 Set of traffic matrices - one traffictnmafor each service

4.6. Interest factors, i.e. attraction coefficients between areas or cities

Normally the total originating and terminating frafis known and has to be
distributed in the traffic matrix.

Also the percentage of the outgoing/incoming lomjeshce, national or international
traffic may be known.
The distribution of point-to-point traffic could lane:

+ Based on measured traffic matrix
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* With fixed percentage of internal traffic
» With Interest factor or Destination factor method
One well known and used in the practice methobas<druithof double factor method.
The traffic values in the traffic matrix, at presesre assumed to be known and so is
the future total originating and terminating treffi.e. the row and column sums.

The procedure is to adjust the individual trafii@, j) so as to agree with the new row
and column sums:

A(i, J) is changed to
AL i)
3

Where, Sg is the present sum ai®&] the new sum for the individual row or column.

4.7. Traffic evolution
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4.8. Traffic models

In this subchapter we shortly review the clasdielgtraffic theory as background for a very
simple and general model which is applicable tdquarance evaluation of both circuit
switched multi-rate networks and packet switchesvoeks (IP-based networks).

4.8.1. Introduction — traffic engineering

Teletraffic theory is the use of mathematical, ntioa and simulation models for design and
resource allocation in telecommunication netwoikge development of teletraffic theory
started about 100 years ago. The pioneering workss field was that of the Dane Agnar
Krarup Erlang, whose works were published betwé9lnd 1928 [4.2].

When we model a communication network we have ¢tude the following elements: the
traffic (e.g. subscriber behavior), the system.(gology, link capacity) and the strategy
(e.g. routing strategy, priority, accessibility) eWant to find the network performance (e.g.
loss probability, mean waiting time) when we kndw above elements. By this we may
design and dimension for an optimal system. Fiestawk at circuit switched systems, then
on packet switched systenasmd finally we present an integrated model whidndependent
of time distributions of the process, only the mealue being of importance.

4.8.2. Traffic concepts

The term traffic means traffic intensity, i.e. frafper time unit, and we have different traffic
concepts.

Carried traffic Y :the traffic carried in a group of channels is eqadhe average number of
busy channels. The carried traffic is obtained frasasurements during, typically 15 minutes
or one hour.

Offered traffic Aiin mathematical models we operate with the cono#pted traffic, which
is defined as the traffic carried when there alwiays sufficient number of channels. The
offered traffic may also be defined as the averagaber of calls offered per mean service
times. If the average number of calls (arrival msi¢y) isA and the mean holding timess
then we have

A= 1.s

Lost traffic A — Y :.when the number of channeiss limited, then some calls may be lost.
The lost traffic is the difference between the aftetraffic and the carried traffic.

Above we have implicitly assumed that all calls ase channel as in the plain old telephone
systems. In digital systems we may have calls imidividual bandwidth requirements (slot-
size).

Then we have to specify whether the traffic is mead in connections or in channels.
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For data communication networks we often measwér#ific in bits or bytes per second.
The traffic offered is related to the capacityod tink and we consider the utilizatipn
which is the proportion of capacity used.

4.8.3. Traffic variations

The actual traffic observed is varying during tlag,dveek, month, and year. In Fig. 4.8.1 we
have typical variations for conventional telephtnadfic during the day. Other services and
traffic types have other patterns of variation.

Calls per minute
100 -

80

[ e s il h.h.’-"”h
0 4 8 12 16 _ 20 4
Time of day [hr.)ur%

Figure 4.8.1: The mean number of calls per minuii@ $witching center taken as an
average for periods of 15 minutes during 10 worldags (Monday - Friday).

In Fig. 4.8.2 we show Internet traffic measureme@tdlular mobile telephony has a different
profile with maximum late in the afternoon, and thean holding time is shorter than for
wire-line calls. By integrating various forms cédftic in the same network we may therefore
obtain higher utilization of the resources.

The highest traffic does not occur at same timeyestay. We define the concept time
consistent busy hour, TCBH as the 60 minutes (deited with an accuracy of 15 minutes)
which on the average has the highest traffic dusitgng time period.

A network is dimensioned for the time consistergyblour. The load of processors may be
proportional to the number of occupations, whetbadoad of a link is proportional to the
traffic.
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Different parts of a network may have differentypbsurs. Only from measurements are we
able to get knowledge of the actual traffic vagat and the busy hour load, which is the
basis for dimensioning.
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Figure 4.8.2: Number of calls per 15 minutes toclem pool.

We consider both loss systems and delay systenss. dystems are common in circuit-
switched telecommunication networks whereas deglatems are common in data
communication networks.

4.8.4 Loss systems

4.8.4.1 Grade of Service parameters

We distinguish between several performance paraméépending on the system and
strategy considered.

For loss systems the main performance parametiee islocking or congestion probability.
This can be defined in several ways:

» Thetime congestion Benotes the proportion of time the system is bldcke

» Thecall congestion Rlenotes the proportion of call attempts which doeked.
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» Thetraffic congestion @enotes the proportion of the offered traffic whigimot
carried.

The call congestioB is typically observed by the user who initiated attempts. For traffic
engineering the relevant measure is the traffigestionC.

4.8.4.2 Erlang's loss systems

The most successful and simple model is Erlang's $9stem where the blocking probability
is given by Erlang's B-formula. The traffic is dabed by the offered traffié, the system
(only one link) by the number of channels, andstnategy is full accessibility with lost calls
cleared.

The above-mentioned three elements of the modedarie described by only one parameter.
Only single-channel calls are considered. The nétwerformance is described by the
blocking probabilityE1,n(A), i.e. the probability that a call attempts isded because afl
channels are busy.

For Erlang's loss system time, call, and traffingestions are equal. The state probabilities
are given by the truncated Poisson distributiod,\@hen the number of channels is very large
this becomes a Poisson distribution.

This model has been very successful for traffidmegying. The background for this success
is that the traffic is very well modeled by onegmaeter only. The underlying mathematical
assumption is a Poisson arrival process. Thisliiléd when the traffic is generated by many
independent users, which is the case for telephbtiye arrival process is a Poisson process,
then the model is insensitive to the holding tingribution, which means that only the mean
holding time is of importance. So the model is vetyust to the traffic and models the real
world extremely well.

Improvement function:

This denotes the increase in carried traffic whenrtumber of channels is increased by one
fromnton+ 1:
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F.(A) = Yn+1_};1::-’:1{1_-En+1.}_-’:1{1_-En}"
Fa(A) = A{En(A) — Enpa(A)}

4.8.4.3 Engset's loss system

The Poisson arrival process is the most randomegsy@nd the calls are generated by a very
large number of independent sources, each havingfiartesimal calling rate. In many real
systems the number of users is limited, and theahprocess is more regular or smooth than
random traffic.

This is modeled by Engset's loss system where we &dinite numbe§ of users (traffic
sources) which alternates between the statés idle) andon (= busy). When a source is
idle it generateg calls per time unit (mean inter-arrival time /.1t is on during a mean
holdings. When it is on it generates no new calls. If wefle y . sand consider the strategy
lost calls cleared, then the blocking probabilgygiven by Engset's formula:

() -
Ens(8) =pn)=— - S : S>n.
>(5)
j=0 M

The state probabilities are given by the trunc&@edmial distribution, and whe8> n this
becomes the Binomial distribution. For the same lmemof channels and the same offered
traffic, the Engset system will have lower blockprgbability than the Erlang system
because the offered traffic is more smooth. ForsEtig/loss system we hake> B> C.

It can be shown that the call congestion is the wongestion when the number of useis
reduced by one:

Bns(8)=Ens-1(B), S zn.

The traffic congestion can be obtained by:

_ S—n _
Cas(B) = T Fn,s(5)

For practical applications we should always usdriffic congestion.
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4.8.4.4 Peakedness

We characterize variations of traffic by peakedn&sen if the traffic is stationary, i.e. there
are no variations of the parameters describingrtféc process, then the traffic intensity is
fluctuating around the mean valoglmeasured in channels) because we can only desbeabe
traffic by a statistical distribution. The flucti@mis around the mean value are described by
the variance.

Thepeakedness 8 defined aZ = v/imand has the unit [channel]. For the offered traffic
Erlang's loss system the peakedne&sHsl, because the Poisson distribution imasv. The
offered traffic is the carried traffic when numlazérchannels is unlimited and the carried
traffic is the mean value of number of busy chasifal= A). For the Engset model (and
Binomial distribution)Z < 1. In fact, we hav& = 1-A/Sand number of sourc&must
always be greater than the offered traffic

ForZ = 1 the traffic is random, whereas 0K 1 the traffic is smooth. Below we consider
overflow traffic withZ > 1 which is peaked or bursty traffic. The trafficxgestion will be
almost proportional witlZ. We will characterize a traffic stream by mean aadance or
peakedness.

It is noticed that peakedness has the dimensianfais]. Therefore, it is proper for circuit-
switched networks, whereas for packet-switched agtithe coefficient of variation/nt is
more appropriate.

Above we have used the paramet&#() to characterize the traffic streams. Alternatyvel
we may also used(2) related to §,4 ) by the formulae:

A = §.
1+ 3
1

4 = 115
, _ 1-Z
3= —=.
i A

H =
' 1— 2

In addition to Erlang and Engset model we also lihgdPascal model which has peakednes
Z>1.

If we letSandg be negative in the above formulae, then we gePtszal model.

Another model withZ > 1 is the Interrupted Poisson process [4.1].
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4.8.4.5 Overflow traffic

For planning circuit switched networks with e.geatate routing we have to be able to
characterize the traffic which is blocked from dim& and routed via another link.

The basic methods for this problem is the EquiviaRamdom Traffic (ERT) method by
Wilkinson and the equivalence method of Frederidesward.

Given an Erlang loss system witlthannels and offered traffiswe are able to derive the
mean value and peakedness of the blocked traffic:

m = A-E,(A),

v A
— = Z=1—-m+ > 1.
m n+1—A+m

We may also for given mean valoeand peakednegssolve the two equations and _findl,

n) which is called the equivalent group. The ideghefERT-method is to find the total mean
value and variance of all traffic streams offereétgroup, and then replace this system by an
equivalent Erlang loss system.

The method of Fredericks-Hayward is easier to apfiys method proposes that a system
with n channels, which are offeréderlang with peakedne&s has the same blocking
probability as an Erlang loss system wittZ channels, offered traffia=Z (and thus
peakednesg=1):

o fn A (A
.EI:??.A.Z] ~ E (E E 1) N.EE-, (E) .

There are several other methods to deal with awerftaffic. Using the above Erlang-Engset-
Pascal models (BPP-traffic models) and traffic @stign we get results similar to the above
methods. Also Interrupted Poisson processes acktasaodel bursty traffic processes.

4.8.4.6 Principles of dimensioning

When dimensioning service systems we have to balgraxe-of-service requirements
against economic restrictions.

In telecommunication systems there are severalunesi$o characterise the service provided.
The most extensive measure is Quality-of-Servic@S)Qcomprising all aspects of a
connection as voice quality, delay, loss, reliéypditc. We consider a subset of these, Grade-
of-Service (GoS) or network performance, which dnbludes aspects related to the capacity
of the network.
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For proper operation, a loss system should be dimead for a low blocking probability. In
practice the number of channelshould be chosen so tHam(A) is 1-5% to avoid overload
due to many non-completed and repeated call ateewipich both load the system and are a
nuisance to subscribers.

If Erlang's B-formula is applied with a fixed blanlg probability for dimensioning trunk
groups, then we will observe that

a. The utilisation per channel is, for a given klag probability, highest in large
trunk groups, but very low in small groups At addimg probabilityE = 1 % a single
channel can at most be used 36 seconds per haiFi§e4.8.3.

b. Large trunk groups are more sensitive to a goxarload than small trunk groups.
This is explained by the low utilisation of smalbgps, which therefore have a higher
Spare capacity.

Thus two conflicting factors are of importance whimensioning trunk groups: we may
choose among a high sensitivity to overload omaudlisation of the channels.

4.8.4.6.1 Improvement principle (Moe's principle)

If we replace the requirement of a fixed blockimglability with an economic requirement,
then the improvement functidfm(A) should take a fixed value so that the extensfan o
trunk group with one additional channel increadesdarried traffic by the same amount for
all groups.

We will then notice that the utilisation of smatbgps becomes better corresponding to a

high increase of the blocking probability. On thkey hand the congestion in large groups
decreases to a smaller value.

e cost per extra channel

g  income per extra channel =

Fg is called the improvement value.

4.8.5 Delay systems

In loss systems users are either served immediatétst. In delay systems a user finding all
servers busy may wait in a queue (buffer) untiélver becomes idle.

4.8.5.1 Grade of Service parameters

Also for delay systems we distinguish between ticadl, and traffic averages.

The main performance measure is:
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* Meanwaiting timeW for all customers
* Meanwaiting timew for delayed customers
* Delay variation=delay jitter
Later we also consider a finite buffer size so thettomers may (1) be served immediately,

(2) be served after delay, or (3) be blocked wemb served.

4.8.5.2 Erlang's delay systems

As for Erlang's loss system the number of chanselgnd the offered traffic i8. Calls
which finds all channels busy wait in a buffer (gqeguntil they are served. The probability
that a call attempt is delayed is givenEnjang's C-formula

A" n
- AN n n—A A
'E'.],H-I:"h]'] - ;1 ):12 ;.1-"?-—]- ;;ln' n . ./"]. < T.
1+ 22 L : :
+ 1 + 2! o (72 — 1)! + n! n—A

This delay probability depends only upAnthe product of ands, not upon the parameters
andsindividually. The formula is also calldgérlang's second formul@he waiting time
depends on the mean vakluef the service time distribution which must be exgatially
distributed. Where loss systems in general arengigee to the service time distribution and
only depends on the mean service time (offerefid¢jathen delay systems are very sensitive
to the distribution of the service time.

The mean waiting time for all customers is:

Wn=FEo,(A) —

The mean waiting time for delayed customers is:

-
i

n—A°

w, =

4.8.5.3 Palm's delay systems
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In models of computer and data networks it is commachave a fixed number of users (jobs,
packets). As we for loss systems consider a fimit@ber of users, we may do the same for
delay systems. Then we get a model where we haeevers an&users which aren/off
users. This model is widely used for closed systetisfixed number of users (e.g. packets).

Let the mean idleoff ) time bem = y* and the mean service timen| bes=x". We
. o
introduce = =mys.

If we consider a single server systam=() and assume exponentially distributed service
times, then the mean waiting for all customers bee

Wis= —1—p [mean service times|.

1 - -Elzn': o)

Where‘;:lrm (e) is theErlang-B formula With a finite number of sources the mean waiting
time becomes less than for thHdang-C case with Poisson arrival process. The mean waiting
time is independent of (insensitive to) the idhadidistribution. Only the mean value of the
idle time is of importance.

The service time has to be exponential, but lageintroduce processor sharing and then it
also becomes insensitive to the service time distion.

It is easy to generalize the modehtservers [4.1].

4.8.5.4 Processor sharing strategies

By Processor Sharing§ all users equally share the available capacityubers are waiting,
but all get some service at reduced rate, deperafirtge number of users. Delay systems are
in general very sensitive to the service time distion, but if we introduce processor

sharing, then the systems become insensitive tedihece time distribution. In comparison
with the service time realized if the user obtaitteelrequired capacity, the service time
(sojourn time) is increased, and the increase spamds to a virtual waiting time. Applying
processor sharing strategy to the single servenauéth general service time distribution
(M/G/1) we get the same mean delay as for exponentsktsarmes M/M/1) which are easy

to deal with.

If we apply processor sharing to a queueing syst@mn servers, the queueing system
(M/G/n) experience the same mean waiting time as Erlavagting time systemM/M/n) as
the system becomes insensitive to the servicedistabution. A user never requires more
capacity than one channel, even if more channelgdég. We may consider one channel as
the access capacity of a user aras$ the total capacity of the system. A modified elod
includes multi-rate traffic so that if possible altirate user obtains more channels, but
during overload multi-rate calls are first reseitt and everybody gets the same capacity.
This is called Generalized Processor Sharig9.
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In a similar way processor sharing applied to Paimditing time system with servers will
make this insensitive to the service time distiidut

Thus the system becomes insensitive to botloffreend theontime distribution. In this way
we get a very robust model appropriate for modelead-life systems.

So far we only considered single-slot (single-raétaffic. In the following we generalize this

to multi-rate traffic by generalizing processor sh@ toreversible schedulingnd obtain new
models applicable for evaluating future generatietworks.

4.8.6 Multi-rate (multi-service) loss systems

In classical traffic models we only consider onesee (voice) and all connections use one
channel on each link. In service-integrated systertisN services, servicehas individual

There are two classes of exact algorithms to déhltivese systems:
» convolution algorithms based on aggregation ofisesy and

» state-based algorithms based on aggregation ekstat

4.8.6.1 Convolution algorithm

The convolution is described in details in [4.1]slbased on the product-form property. Let
the state probability of the system be describedbyber of channelg occupied by service
i. Then the product form implies:

ff'[-T] == j,-'lr.l"J_.J'g ...... r)

= plzy)-ples)- ... play),

By convolution we aggregate the services and endithptwo services.

One is the aggregation of all services except serwvhich we want to calculate the
performance of. The number of states are thus estiteca two-dimensional state transition
diagram independent of the total number of services

For example we aggregate services 1 aptk) = p(x1) * p(x) as follows:

J
plriz =7) = Z plry =1)plre =7 —1).

b —

For each service we may both guarantee a minimunbeuof reserved channels and restrict
the number of connections by an upper limit.

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



76

The algorithm is applicable for calculating endettd blocking in circuit-switched multi-rate
networks with Binomial-Poisson-Pascal traffic witiinimum guaranteed and maximum
allowed number of connections end-to-end.

More details are given in chapter 10 in [4.1].

4.8.6.2 State space based algorithms

Another approach is to aggregate the state sparglwbal state probabilities.

4.8.6.2.1 Fortet & Grandjean (Kaufman & Robert)gdrithm

We still consider multi-rate traffic streams. Irseaof Poisson arrival processes the algorithm
becomes very simple.
Let pi(x) denote the contribution of strearto the global state probabilifyx):

N

ple) = mlx).
i=1

Thus the average number of channels occupied égratrwhen the system is in global state
xis X . p(x).

Let traffic stream have the slot-sizd,.. Due to reversibility we will have local balana# f
every traffic type.

The local balance equation for stateecomes:

Tl

E fi = A -ple —d;) . r=dy.di+1,...1.
L

The left-hand side is flow from state | to state [x - di] due to departure of typecalls. The
right-hand side is the flow from global state { di] to state [x] due to arrivals of type
It does not matter whethgiis a integer multiple odli, as we only consider average values.

From the equation above we get:
1
j?gl[;‘rfjl = ? tf-g‘ _f-l;; -erI[;,'r.'—tf-g';I .
The total state probabilify(x) is obtained by summing over all traffic streams :

J?.hl-
1 . .
plr) = - Z d; Ay ple—d;), ple)=0 for = <0.

i=1
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This isFortet & Grandjean's algorithmThe algorithm is usually callééaufman & Roberts'
algorithm, as it was re-discovered by these authors in 1981.

More details are given in [4.1].

4.8.7 Multi-rate traffic and reversible scheduling

A completely new revision of the classical telditatheory is being published in [4.3]. It
simplifies and generalizes all classical theorydiocuit switching and packet switching
networks. It includes multi-rate traffic. For buffeize zero it is equivalent to multi-rate loss
systems, which are insensitive to service timeibistion. For systems with infinite buffer

and single-rate traffic it corresponds to geneealiprocessor sharing, and for multi-rate delay
systems the users share the capacity so that laonddialls are allocated more resources than
narrow-band traffic. Broadband calls are reducedentizan narrow-band calls and when the
overload increases in the limit every user getstimae capacity

We consider a system witth BPPtraffic streamsn serversk buffers.
The offered traffic iBPP multi-rate traffic. The basic bandwidth unit is @clent to one

channel.
A generalized recursion formula for state-probé#bsiis derived by Iversen :

plr) = A

where

o x di o or—d, _ :
;'U,_ii l:_,!’_:l = Imax {I 1}{% . H_j- ]].j' . 1”(11" — flil_j-' - - J . -;,j' . f)'jl:_f — i!r_ju '}

or by replacing the paramete& (fj) by (Aj ;Zj) :

T di A;j r—d; 1—2;
i(r) = max ¢ —, 1}- 2 p(e—d;) — I, I pi(r—ds)
PilE) {33 {.r z; PT Ty z, hlemh

The initialization values af;(x) are{p;(x) = G, x < di}. This is a simple general recursion
formula covering all classical models.

As a special case we get Erlang's loss systemthangcursion formula for evaluating this.
The approach is mathematically very simple and ggnand it allows for simple numerical
evaluation. The properties of the algorithm is ge@dl in section 4.8.7.2.
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Remark: For infinite number of buffers we requife< nto attain statistical equilibrium. For
Pascal arrival processes there are more strictrezgants. For a system with buffers the
Pascal case may result in a carried traffic whichigger than the offered traffic, because the
arrival rate increases linearly with the numbecwu$tomer being served or waiting.

4.8.7.1 Performance measures

We consider a system withchannels andét buffers, both given in basic bandwidth units. The
model includes loss systems (blocked calls cleareblblocked calls held), classical delay
systems, processor sharing systems etc.

The performance measures become rather diversdretiyve only derive the basic
performance measures.

4.8.7.1.1 Time average performance measures

The time congestiokbj of stream is defined as the proportion of time new connediare
blocked:
n+k

Eb; = Z plz), 3=12,....N.
r=ntk—d;+1

In a similar way the proportion of time new calte @elayed becomes:

Edj= > plz). j=12...N.
r=n—d;+1

The proportion of time new calls get full serviddlge time of arrival becomes:

n_ﬂ:ﬂ
o+

Es; = Z plr), i=1,2 ....N.
r=Il

Of course, we havebj + Edj + Esj= 1. When the system operates as a classical sstagle
delay or loss system these measures are simptedgrstand. However, we should remember
that in case of processor sharing systems, cailsray later may influence the service of
existing calls. The above performance measuresmeeaverages. The more useful call
averages are derived below.

4.8.7.1.2 Traffic average performance measures

It should be noticed that these mean values ardnmmace important than time and call
average values.
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The carried traffic for streafmmeasured in channels is given by:

n n+k
V;= w-pe)+n- Y pyle)
x=( r=n+1

As the offered traffic of typemeasured in channelsdg.Aj, the lost traffic isdj .Aj -Y]j).

The traffic congestioj for streamy, which is the proportion of offered traffic bloake
becomes:

(__T. o E'EJ. . :'lj

0 4.
Lf._? '_'"13

—Y i=1,2,....N.

The total traffic congestion is:

A-Y
(= —
A
where
N N n n+k
A= Zdj -A; and Y = Z}’J = Z.x -plx) + Z n-plx).
j=1 j=1 =i r=n+1

4.8.7.1.3 Call average mean values

For systems with processor sharing the probalslitiat a random call attempt is served

without delay, delayed and served, or blocked atevell defined as calls may get the
required capacity at the start of service, butddayked by later arrivals.

For classical queueing systems, where a call kiepkill capacity from start of service, we

find the following probabilities (call averages).

For Engset and Pascal traffic the average numbieteotources typgis Sj (Y| +Lj)/dj . So
the average number of call attempts of streger time unit is$j - (Y] + Lj)/dj) y; , wherey;is

the call intensity of an idle source type

The probability that a random call attempt of tyget full service at the time of arrival
becomes:
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n—d

2

{-5'; -plz) — % * P (J‘J'}
J

L x=i £ ) I.."
Xj= . V1, ., 3=1,2,....1 N

d;i

The probability that a random call attempt of tyjpedelayed at the time of arrival becomes:

n+k—d; )
Z {Sj -plx) — f -p;(r)}
r=n—d;+1 J . .
Dj: - }’}+Lj .1 =12,....N.
J d;

The probability that a random call attempt of tyjpeblocked becomes usigg= y;/ 4j :

n—+k .
Z {.S'j -plx) — T -pj(rj}
p. _ T=ntk—ditl J
I . Y+ L
Sj — —

dj

For a random call attempt we of course hBye Dj + Xj = 1.

For Poisson arrival processes the above probaiilire obtained directly by summation of
the proper global state probabilities because @Ptstaproperty, and we get the same
results as in Sec. 4.8.7.1.1.

4.8.7.1.4 Mean waiting times and queue lengths

The mean queue length of strep(traffic of streanj carried by the queueing positions)
measured in unit of channels becomes:

n+k

Lj= Z (z—n)pjlz), 7=12,...,N.
.1'=n+1

As the same calls are waiting (including no waitiimge) and served, the mean waiting time
for all accepted customers of typleecomes:

H'J:hj% ,?:13_-"1-'
J

wheres is the man service time of typealls, and bottj andY] are measured in channels.
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The total mean queue length measured in channels is

n+k N
L= Z (x—n)-plx) = Z L;.
r=n-+1 j=1
The overall mean waiting time for all accepted ousdrs is given by:
. L
W=s.—.
Y

The mean service tinegfor all accepted customers is only obtainable mppr weighting of
accepted calls.

The mean waiting time of delayed calls tygxcluding blocked calls is obtained from the
formulae forWj above:

H-'v-li = H—j

Dj

We notice that mean waiting times are measuredeamservice times. Let us for transfer of
a fixed amount of data (bytes) using bandwiithl denote the mean service timesbyhen
the mean service time when using a bandwifithill be s/dj, and also the mean waiting time
will be reduced. By choosing a bigger bandwidthmaagy give priority to a traffic stream
(reduce transfer time) and/or increase the amoutéta transferred (goodput).
Only when the system is heavily overloaded all @mtions will be allocated the same
capacity (generalized processor sharing).

(X, +Dy).

4.8.7.1 Properties of the algorithm

The above theory results in a simple algorithm thi following basic features:

1. Initialization of variables

2. Letx:=x+1

3. Calculatepi(x) andp(x) using formulae described in the beginning of aipter 4.8.7
4. Normalize all states by dividing by (1p¢x))

5.Gotostep2ik<n+k

6. Calculate performance measures
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If we know the normalized state probabilitigi$x-1), then we can calculapg(x) for x. As we
know pj(x) = O forx < dj we thus are able to calculate the state probagsllily recursion. The
implementation is described elsewhere.

To find the performance measures we only need davkhed) previous states of traffic
streamj, as we may accumulate the necessary informatiaranied traffic and other
statistics in a few variables.

Thus memory requirements of the algorithm is ofdraer of size:

J?.‘.I-

= () Z d;
j=1

The number of operations is of the order of size:

me = O (n+k) - (mm + N)}
as we for a given number of channels need to cleNInew terms from mdxj} previous
global states and normaling, terms.
Thus the algorithm requires very little memory @ndnear in the number of channels and
number of services. The accuracy is optimal aslways operate with normalized values and

always normalize (divide) with constants greatantbne.

It may be mentioned that the famous recursion féarfar Erlang-B formula is a special case
with one single-slot Poisson traffic stream.

Also the recursion formula for Engset is a specaale as well as Delbrouck's formula.

4.8.8 lllustrative (simplified) application exampks
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Chapter 5 — Economical modelling and business plans

In this chapter an overview on the business plgactibes is given with the main activities
and results to be used for the technical planriigo an overview is summarised for the
economic modelling needed to evaluate differemtraditives and to model telecom equipment
for the purpose of optimization

5.1. Business planning

A Business Plan presents the calculation of thanitral indicators that enable the managers
to evaluate the financial performances of an entpn order to take best decisions for the
overall operation. Due to the high number of akéines today and the need to find
economical feasibility in competition, the businesaluations are being used not only for the
business plan itself but as an iterative evaluatibthose techno-economical alternatives to
select the ones that perform better in the competiharket.

A Business Plan summarises the results of the pigmprocess:
- the objectives to reach ( subscribers demanels)sa
- the future revenues expected from the plan andgm®ice class;
- the planned expenses (investment and operat@sngyerall and per service class;
- the accounting statements and the financial atdrs characterising the
profitability of the project.

The framework structure for the evaluation follatwe model of the figure. Each box is
expanded with more degree of detail as a functidheplan time frame with the
corresponding des-aggregation.

Fig 5.1: Business model structure for planning

Demand
~A
. Human
Tariffs Resources
I I !
Corporate Ordinary
Customers Customers CAPEX OPEX
Revelue Reverlue ¢ ¢

Evaluation with Ratios and financial indicators :
NPV, IRR, pay-back, EVA, ROCE
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5.2.  Economic modelling for planning

o Economical modelling to evaluate network solutimedelling tariffs,
equipment costs per type, economy of scale, life¢ygnuipment
deployment, elasticity, trends with time, etc. )

5.3. Economic concepts and terms

o The following terms and associated concepts arenthst frequently used
to analyze the Telecom business and decide orpbgstt alternatives
with its specific properties due to the multipcaf diverse equipments,
life cycles and operational practices. For a mataited economic terms
definition refer to classical books of Economy.

Amortisation

Amortisation refers to the paying off of a debtiwiegular payments and it also has
the meaning of the accounting procedure that gthdweluces the cost value of an
intangible asset, that is, depreciation.

Amortization is the method of liquidating a debtaminstallment basis; for example
an amortized loan would be one where the prin@pabunt of the loan would be paid
back in installment over the life of the loan. Soimes used as an alternative term for
depreciation, in particular with regard to the @eg of writing off the cost of an
intangible asset, such as a lease or patent, sveseful life.

Assets

Resources owned by an enterprise. In the balares aksets are listed in rising order
of liquidity. They include fixed assets (land andlings, plant and machinery, etc),
current assets (inventories, account payable, atcl Jiquid assets (cash in hand, cash

in banks, cheques, etc).

Breakeven period

Time required for project revenues (after deductiboperating expenses) to offset
investment expenditure. This method of comparirggegat avoids the need for
discounting calculations. It takes account, howgereither of the effects of the time
factor of the different alternatives, nor of whappens after breakeven.

Capacity
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Capability of an equipment, network or sub netwirkandle the traffic flows with an
associated grade of service.

Maximum capacitys the limit that may be reached over a shortqaeof time without
overload protection

Nominal capacitys the value of the proper engineering to accéomthe natural
statistical variations over sustained periods &edolverload protection to guarantee
the traffic handling in a sustained manner

Operational occupandyg the actual value of the resource occupancyrexfdo the
nominal capacity at any point of time taking int@waunt the reserved capacity for
extensions and the partial occupancy due to theaddrgrow, the natural equipment
modularity and the needed time lag between consecuistallations.

Capex

Capital Expendituredue to the purchase of a fixed asset to be isestall the different
network segments and layers:

- Typically: land, building, exchange, cabinet, dditter, cable, transmission
system, tower, BTS, computer, IT platform, car, etc

- Costing more than a threshold defined internallsgng company and following
current financial best practices in order to allmmsideration as an asset and not
as a consumable or operation expense.

- Having an expected life of more than one year @adubject to specific
parameters of industry sectors and companies)

Cash flow

Cash receipts and cash disbursements over a garesdp

Also funds generated internally by the activityaof enterprise or a project equivalent
to the balance between the inflow of funds arigrog revenues and the outflow of
funds arising from expenditures.

The following diagram illustrates the main genersifor the inflows to the company
classified in three categories: The first one atléft is the specific business operating
income due to the selling of services to custoraatsthe most interesting to analyze
when comparing projects or evaluating strategieshf® operator evolution. The other
two consider the generic financing capital increasither due to the shareholders by a
capital increase or to the external sources oftablpy credits or loans.

Typical originators for the outflows in a compamg also summarized in the diagram
with the first three concepts due to the propewaiets of the Telecom activity itself
like laborforce, network equipment investment athdeghnical, operation and
administrative expenses. The other three concefiect the generic outflows due to
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taxes, debt payment and dividends for the sharem®ltiat are needed to have an
overall company running.

A detailed analysis of the specific Telecom asgedianflows and outflows is the
nucleus of the operational business analysis whaatsion has to be taken in a
modernization of the network, migration to NGN rattuction of new services, etc.
Yearly cash flows are taken as the main base #oetaluation of a company value,
capability to generate business and calculaticgh@Net Present Value (NPV) when
transforming into present values and decide whidiution alternative is
recommended.

Specific «— , —— Generic
Customers ! Shareholders Banks, lenders
< T o
Sales of services :
(operating income)

.
H
.
H
H
H
Y

.
)
)
.
.
%
B
.
.

Increase of debt
(credit, loans)

Increase of equity
(capital increase)

A

d INFLOWS
cash flow X
g & & g & L ourows
Labour Network Technical | | Debt .
costs & & admini- Tax || repayment Pletlzisls
Training equipment | | strative with
expenses interests
= = = P o = =
Staff Suppliers  Service Govern-  Banks, Shareholders
providers ment lenders

Fig:5.3.1 Main Inflows and Outflows contributing the cash flow generation

A typical set of components for an evaluation giveen project over a period of time
is illustrated in the diagram below which considefftows and outflows at the year of
generation without time distribution effects dudit@ncing, amortization,
depreciation, etc.

Main sources of inflows are due to the revenudb@tifferent operation services and
at the end of evaluation period also the termiadli® of those network elements that
did not reached the end of life cycle have to lerianto account as they have a
positive value.
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As main components of the outflows we have the mapex equipment investment
at the project start with the corresponding equipinegtensions or upgrades for
capacity increase in subsequent years as welluapragnt substitution when some of
the elements reached their end of life cycle. Qpepreases as a function of the
cumulative invested Capex through time and is taarautflow component at the
medium long term.

Net cash flow is derived from the difference of thibows and outflows and provides
the main input for a more detailed dynamic evaaratf the project added value to a
company. Higher cash flows at the end of the evalngeriod and a prompt turn into
positive values are good indicators for a bettejgut.

Financial evaluation and cash flow

3000
2000 - I
1000 + mEmm Capex investment
— Opex
o 0 — T T T T T T T 3 Capex extension
E \F4 HYS HVB HVH HV3 HVg H’lo [ Capex substitution
* -1000 Residual value
== Rewenues
2000 1 == Cash flow
-3000 -+
-4000 -

evaluation period

Fig:5.3.2 Typical components as a basis for eatedn of a company or project through the
years.

Churn

Annual rate at which the own customers or subsil@ave the service either to
move to a competitor, to migrate to other servickave the market.

Depreciation
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Loss of value of an asset over time, as a resulteair, aging or obsolescence. With
the method of linear (or straight-line) depreciatithe loss of value of an asset is
spread uniformly over the number of years of itsfulslife. Depreciation charges do
not give rise to an actual outflow of funds and $hens remain available to the
enterprise.

Diagram below illustrates the residual value otaset through the years as a function
of the depreciation law, either linear as the ncoshmon for network elements,
accelerated (for the elements with very rapid evoh) or delayed (for the stable and
robust network elements)

Residual Value

Delayed depreciation

100%

Linear depreciation

X% RV at Yn

Accelerated
depreciation

LN
L
.
.....
L
L
"

YO Yn Ym

Fig:5.3.3 Residual value as a function of dep@ocralaw

Discounted Cash Flows

An investment appraisal technique which takes amtmount both the time value of
money (i.e. the conversion of cash flows that ocuar time to an equivalent amount
at a particular point in time) and the total pratility over a project’ life.

Discount factor

The discount rate used to calculate the net presdu¢ of a company or project. This
rate has to consider the cost factors for the abpitthe company such as interest rate,
and expected inflation in a strict sense. In a wakse has to consider also the risk
rate for long term evaluation in large projects aed/ scenarios with uncertainty.
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EBITDA

Annual Earnings Before Interest, Tax, Depreciadad Amortization. This means all
the revenues minus operating costs that is the b@sirmation for the evaluation of a
business from its own specific factors and the firdicator to be calculated and
analysed. The following diagram illustrates a sifigd interrelation among main
generators for the EBITDA and the sequence to gaaethe obtention of the Net
Income

+
Comeex> —

EBITDA
Earning before income taxes,
- depreciation and amortisation

Depreciation

EBIT
Earning before interests,
- and income taxes,

!

Net Income

Taxes

Fig:5.3.4 Relation between EBITDA and main bussnesncepts

EVA
Economical Value Added or net operating profitéatax) minus the cost of the

capital used to generate that profit either in a@ebn equity. It is a good indicator for
the point of view of the investors

Future Value (FV)
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The value of a present amount at a future date fétund by applying compound
interest over a specified period of time.
FV =PV *(1+Kk}

Internal rate of return (IRR)

This is the discount rate that equates the presgué of investment outflows with the
present value of inflows produced by the investm€&he internal rate of return may
be considered as the highest rate of interest adstesdor a project wholly financed
by borrowing.

IRR is the discount rate that equates the presduoewf cash inflows with the initial
investment associated with a project, thereby cgusiPV = 0.

IRR = 0 =X, [CF/(1 + IRR]] — Initial Investment

Life cycle costing

The full cost of an asset over its life. This irdms all costs associated with acquiring,
controlling, operating and disposing of the asset.

Net Present Value (NPV)

A global capital budgeting technique; found by satting a project’s initial
investment from the present value of its cash wdlaliscounted at a rate equal to the
firm’s cost of capital.

NPV = present value of cash inflows - initial intregnt
NPV =Y [CF/(1 + kJ] — Initial Investment

According to the consideration of the final valddgle network at the end of the
evaluation period, basically two procedures arentbet frequent in the analysis:

- NPV with zero terminal valuthat ignores the terminal value of the network
investments as a function of equipment life cyckasprtization status and future
values of cash flows.

- NPV at perpetuity ratehat considers terminal value estimated as apteq
cumulative discounted cash flow for the remainiegrg based on future
perpetuity and discount rates.

The selection of one of these values or othernmegliate ones is a function of the size
of the evaluation period, strategy of the operatoportance of the investments
performed during the period and expectations oémees in the market.
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Calculating the present value of all cash flowsmydifferent years allows valid
comparisons and measurement to be made between them

The decision criterion when using the net presahterapproach to make accept-
reject decisions is as follows: if NPV > 0, accy® project; otherwise reject the
project. When comparing different projects, thosen Wwigher value at the evaluation
period will be selected as the ones with more fg@kto generate business and to
ensure being profitable in a competitive market.

Following diagram illustrates the typical NPV cusvaver the evaluation period as a
function of the discount rate that is applicabl@aigiven country and financial context.

NPV with zero terminal value

25000
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15000
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KEuro
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-5000

-10000

=== Djiscount rate: 15%  ====Discount rate: 10% === Discount rate: 7%

Fig:5.3.5 Typical NPV evolution for a new projext a function of the discount rate

Diagram below illustrates the typical NPV curvestio frequent deployment
strategies in a given network. Conservative onests/at a low speed over the
geographical area and requires less capital buedses the future business potential.
This is typical for a very short term view. The atidus strategy invests at a higher
speed and requires higher initial capital with¢basequence of sooner increase of
revenues and higher business potential. This i€ maper for a medium-long term
view of the operator
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NPV for two deployment strategies
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Fig:5.3.6 Typical NPV evolution for two networkmeyment strategies

Opex

Operational Expenditure or operations costs: Afi-eapitalised costs of operating the
network either associated to each network elent@mtinning the services or generic
company activities.

Typical operation cost associated to the netwcgknehts are:
- Maintenance

- Connection

- Rental

- Technical operation

- Decommissioning

Services associated operations include:

- Service activation

- Commercial operation

- Service marketing campaigns

- Balance of international traffic (if negative)
- Compensation to content providers, etc.

Generic operation costs consider:
- Labor costs
- Social charges
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- Training

- Company marketing

- Administrative expenses
- Bad debt

Payback period

The number of years required for a firm to recdberinitial investment required by a
project from the cash inflows it generates. Shagtqack periods are preferred.

Like internal rate of return, the payback periodnodakes essentially an
"Investment"” view of the action, plan, or scenaand its estimated cash flow stream.
Payback period is the length of time required tower the cost of an investment (e.g.
purchase of computer software or hardware), usuadigsured in years. Other things
being equal, the better investment is the one thighshorter payback period.

Also, payback periods are sometimes used as a fx@nwaring alternative
investments with respect to risk: other things gesgual, the investment with the
shorter payback period is considered less risky.

Present Value (PV)

The current monetary value of a future amount. dimeunt of money that would
have to be invested today at a given interestaae a specified period to equal the
future amount.

PV=FV/(1+K)

PV is the currency value today of some future wfloutflow, or balance of funds. In
essence, it is the discounting of future funds&rtpresent value by taking into
account the time value of money. It is useful iayaing a common basis for
comparing investment alternatives. See also digedurash flow, future value, and
net present value.

Profit

Another term for Net Incomer Earnings

Surplus of sales revenues over costs or expenditureg an accounting period or
operating cycle. Leads to an increase in ownetstyeghough not necessarily to an
increase in cash. It may be reflected in increassets or decreased liabilities. Net
profit may refer to profits after tax (on profits) to profits less financial costs,
depending on the purpose of the analysis.

Residual value

Value of an investment at the end of its economiestimated life. At the end of the
period, residual value may be treated as a posiigé flow, and discounted as such.
The present value of the business attributablbedgeriod beyond the forecast period.
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Revenues

An income statement term, referring to the sum ohey owed the company for sales
of goods and services. Revenues (or “Sales”) ali@arily the top line in the income
statement, against which most other costs and eegeare subtracted to calculate
income. In Britain, the term turnover is often useglace of revenues.

The term revenues generally mean "gross reventres,is, revenues before
adjustments for customer discounts and allowances.

(see Profit)

ROCE

Return on Capital Employed or net income dividedh®/sum of fixed assets and
working capital. Shows the company profitabilitgrin the point of view of the
owners.

5.4. Economic modelling for services

Due to the high number of new services and largetyaof marketing characteristics, one of
the most interesting planning activities when opegaNGN is the economic modelling of the
services costs, revenues and profitability, eiffearsingle service or for groups of services in
the case of a bundle offer.

The service related modelling is a subset of thexallyNGN economic modelling that
represents with less detail the analysis of teldwical variants and for a given network
solution models with more detail the demand, dinwensg, tariffs, revenues and profitability
of the services themselves.

In order to consider correctly the per service iotp@an the network and business, it should
be differentiated in all economic evaluations theakeies due to:

the overall operation company

the global network solution

the broadband platform needed for all newisesv

the specific platform for each service type

Modelling and differentiation of resources, cosvelrs, revenue drivers with the
corresponding cost allocation per service typensuat for the knowledge of impact from
each service and to decide the introduction stygbeg service or service bundle.

- Major cost drivers for multimedia service requine evaluation of all dimensioning units
like:

« Number of Users

[©]
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*  Number of BB ports

» CAPS (Call Attempts Per Second) and Sessions rate

* Equivalent Sustained Bit Rate at the different meknsegments
* Required storage memory

- Those units, dimensioning and costing has todseopmed for the following network
resources:

» Specific service platforms to be dimensioned perise with the corresponding cost
evaluation are needed for the applications to @amented such as: VoIP, VoD, IP
Centrex, Unified messaging, Content Delivery, Mukdia messaging, etc.

« Common platforms and network resources to all sessrequiring the broadband
platform should be dimensioned and cost with threesponding aggregated flows of
all services grouped by affinity of QoS or Servi@vel Agreement

* Operational expenses also need to be modeled vifigheshtiation per service type and
service group, both for the technical operationinteamance, software upgrades as
well as for the marketing, promotion, training,.dtwat will be important at the first
years of the new services.

* For all the common costs either due to BB platfoamsvell as for common network
resources and overall company operation, a shfaotgr has to be evaluated also as a
function of partial consumed resources that wiliregate to the specific costs

- Major revenue drivers for multimedia servicesahe®consider the contract fee, monthly fee
and usage/traffic dependent fee, either in erlakiyps, time, delivery unit (ie: video film) etc.
Due to confluence of many new multimedia serviddseberogeneous types, it is fundamental
to keep track of consumed resources per servieeityprder to be able to perform backward
cost allocation as a function of utilization.

This will allow a latter calculation of proper tHsi to obtain the service profitability either for
single services or services bundles and to ensilfiénfient regulation principles when

activity based costing is used. For those senpecegided in a shared mode by multiple
players, like video content, gaming, etc. sharaxgdrs among players have to be applied for
the evaluation of global revenues and partial reesrio be incorporated to the operator
income.

Decision making of which service is introducedtfiighich grouping or services and for what
customer types will be function of the profitalyilibf those alternatives that have a high
sensitivity to the services mix by the economyails factors. That high impact on the
economy of scale is the main driver for convergesfcgervices and the interest of “triple
play” and "multiple play” strategies.
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5.5. Cycle life amortization versus modernization

The telecom equipment and infrastructure have to$talled at periodical intervals as a
function of the demand evolution. That intervalgosvisioning periods for a given
technology are a function of the demand growing,riite systems capacity and modularity,
the life cycle of the installed equipment and tberesponding associated costs. The diagram
below illustrates three provisioning scenariosag@iven demand over time:

* In scenario A, the provisioning is performed atrsinegular periods (say yearly or
quarterly) minimizing the spare capacity but insiag the installation costs by the
high number of intervention; in addition an unexpdademand grow at higher rate
will imply under provisioning and lost of qualityf service as well as of customers.

* In scenario B, the provisioning is performed fog #xpected demand over a long
period or “once for all” with a high start-up castCAPEX and high maintenance for
an installed equipment with low utilization rate

* In scenario C, the number and volume of provisigngoptimized to minimize Cost
of Ownership that considers both CAPEX and OPEXeumaintaining adequate
utilization rates and Quality of Service

and demand satisfaction

Equipment Deployment:CAPEX Ea'amed betwen COOP ’

Solution B Solution C
(Once for all) (Optimized)

Demand
forecasts

B: High value for
CAPEX
and maintenance

Solution .
(yearly)

A: High OPEX by installation costs ’
& risk for demand satisfaction

Years

Examples of deployment scenarios over time

Fig: 5.5.1 Strategies of network resources deployraecording to life cycle
and economics
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The dynamic optimization problem in network plargitakes care for the optimum
provisioning periods and volumes in order to miencosts and is a function of the
following parameters:

* Demand growing rate and forecast reliability

* Equipment capacity and modularity

» Technical life cycle and capability to provide nservices
* Economical lifecycle

* Equipment fixed costs and incremental costs

e Operational and maintenance costs

» Labour costs

* Interest rate and inflation rate

In the case of availability of new technologiedhsd same functionality with larger capacities
or when new functionalities appear like in the reatwmigration towards NGN, the decisions
to be taken by the planner introduce additionahades:

* Increase of capacity with same technology modyldigt more STM-1 systems)
versus jumping to the next technology modularitg: (substituting STM-1 by STM-4
or STM-16)

» Substitution of existing technology functionality the next generation functionality
with larger capacities and new functions like ia iGN case.

In these types of scenarios, in addition to theipres parameters, the possibility to provide
same services with additional sub networks anghtssibility to provide new services not
feasible with installed technologies, introduceiiddal complexity in the techno-economical
evaluation by the need to incorporate in the evedoahe differential revenues by those new
services.

The evaluation process has to consider and contipaiet Present Value (NP9 potential
alternatives with all costs and revenues per atere with the discounted cash flows. The
proper selection of those alternatives that: fulitl the profitability requirements and second
provides better NPV anldternal Rate of Return (IRRYill give the decision to the planner on
the equilibrium between the amortization versus enoidation or substitution by the new
generation technology.

Key parameters that most influence on the deciarerthe degree of equipment obsolescence
or remaining time of the life cycle period, the newstomers grow rate and the expected cash
flows by the new services

The large variety of scenarios in actual networksidt allow a generic recommendation,
although it is common that in new Greenfield ar@ad with obsolete equipment that has to
be renovated anyhow it may be recommended thdlaigia of new generation systems once
all technical capabilities are available and provaddo it is frequent that for modern
equipment with required functionalities and mangrgeremaining to fulfil the life cycle,
substitution is delayed until economically feasible
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This combination of decisions is callaghp and grow” and is the more frequent today, but
for every country, region and services demand sogrtae NPV and IRR have to be
evaluated in order to ensure not only positive fess results but also results in line with
benchmarking values in order to survive in a coitigetenvironment.
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Chapter 6 — Network architectures and technologies

Importance of fluent and economical migration pathyell as interoperability of currently
existing and new technologies should be propertirested.

The needs of

1) established "multimedia driven" markets and iservegions, and

2) the emerging basic services regions with jushaed need for high-end services
are somewhat different.

As the needs and requirements for design of the-@igl (#1 above) networks are very
widely discussed and well documented, but the Iaganfrom early times of those networks
have -- due to the rapid pace of telecoomunicatemadution -- much vanished in the dust,
not having been very well documented; this infoioratvould however now be very valuable
for the bodies who face the service coverage expauggiestions in context with #2 solutions
above.

In this chapter different network architectures described - existing telephony network
architectures, data network architectures, datasiown of the telecommunication network, the
future telecommunication network architectures. cigeattention is drown on the next

generation network (NGN) and the migration scemsaffom the current TDM networks to

this goal.

6.1. Network architectures

6.1.1 Core and Edge NetworKechnologies

The Evolution of Core and Edge Networks

Regarding the physical layer, fibre optics domisdte core and metro networks. 99% of
core networks are already optical. The remainingd%atellite and point-to-point microwave
used in well defined specific situations, usuatlyeographically remote areas, which are
sparsely populated and have very rough terrairj.[6.1

In the next 15 years the number of optical chanisedxpected to increase from the presently
common 40-80 channels to 200 channels and thede optical channels is expected to
increase from the presently common 2.5-10 GbitsA0t160 Ghit/s.

In parallel with the above outlined developmenpofe "volume" increase, the optical layer
will become smarter, and the functionality implerteehin the optical layer will also increase.
For example, in many instances protection is alreadlised in the optical layer.
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The protocol stack will continue to converge (egnf IP-over-ATM-over-SDH-over-WDM
to IP-over-WDM). This will bring increased efficiey through reduced functionality
duplication/redundancy.

Optical Transport Networking (OTN) represents airatnext step in the evolution of
transport networking. For evolutionary reasons, @ Tl follow many of the same high-
level architectures as followed by SONET/SDH, tiaal networks will remain connection-
oriented, multiplexed networks. The major differesevill derive from the form of
multiplexing technology used: TDM for SONET/SDH wagavelength division for OTN. To
satisfy the short-term need for capacity gain|éinge-scale deployment of WDM point-to-
point line systems will continue. As the numbemnaivelengths grows, and as the distance
between terminals grows, there will be an increasi®ed to add or drop wavelengths at
intermediate sites. Hence, flexible, reconfiguraBfgical Add-Drop Multiplexers (OADMS),
will become an integral part of WDM networks. Asmaavavelengths become deployed in
carrier networks, there will be an increasing dedh@nmanage capacity. In much the same
way that digital cross-connects emerged to manapadaity into the electrical layer, Optical
cross-connects (OXCs) will emerge to manage capatihe optical layer.

Figure 6.1.1 depicts an OTN architecture coverirggdore, metro, and high-capacity access
domains. Initially the need for optical-layer bandih management was most acute in the
core environment, but increasingly the access nétaithe client or server is becoming the
bottleneck for data transfer. The logical mesh-Basenectivity found in the core will be
supported by way of physical topologies, includd§DM-based shared protection-rings,
and OXC-based mesh restoration architectures. Asvladth requirements grow for the
metro and access environments, OADMs will be ukeckttoo.

It is expected that the core and metro network ewiblve to consist only of IP- and WDM-
technologies. The architecture of the next genamatetwork will take advantage of the
provision of an integrated IP network layer dirgah top of a WDM transport layer. The
encapsulation of IP over WDM can be accomplishediffierent ways with simplified
network stacks deploying protocols such as Packat SONET/SDH, Gigabit Ethernet or
Simple Data Link.

The basic guideline for the integrated IP/WDM atetture is that WDM is considered as a
backbone technology and IP is interconnected t&\B# equipment at the edges of the
Core network. Such a network is mainly considengtS®s and in particular, Competitive
Operators, deploying optical infrastructure, leasedwned, willing to provide IP services on
top of it using IP Points of Presence (PoPs).

The optical infrastructure will gradually evolvei ATM/SDH. Different topologies of
WDM equipment may be deployed in the metropolitad backbone areas. Incumbent
operators could also deploy such a network, whetkdt case they integrate their existing
ATM and SDH infrastructure with the DWDM equipmédayt using the WDM backbone or
core to carry the ATM and SDH traffic.

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



101

s == Core Optical Channels
|l'II"€|, r_||_'| ration |"5I| Kel core . 'Ilﬁél.l--lf III_".,'.'AIQ!K‘):'

\-M*

40 H 2

Core ‘\ *-/

VI :
st 1 Central Offices

Access
Optical
Channels

T::'\;‘\' Optical Networking

Erlanss S (8} (] Optical Cross Connest
ACCESS B \""‘- OADM : Optical Addidrep Multiplexer
-p-“'/ OLS  : Optical Line System
e 0OA . Optical Amplifier

Figure 6.1.1 Optical Transport Network Architecture

Three main areas are considered in this integi&eder WDM network architecture:

- Backbone area consisting of core level IP PoPs, which are tdanected via the WDM
backbone network. WDM backbone network topologesvily depend on the distances
of the IP PoPs. For long distances with signifiqgaower losses (partial) mesh networks or
concatenated rings of point-to-point WDM systenesrapst common, while for smaller
distances similar topologies to the Metro area fiegs) are applicable.

- Metro area, consisting of an optical WDM metro core with ritopologies dominating,
and metro access area, where the IP PoPs aredotfateoPs can be of 2 categories:

0 edge level ones are the gateways to the Custoreerigas IP equipment
0 core or transit ones are used to groom trafficfandard it to the IP backbone

- Access areawhere main Business/Enterprise customers or snfaéésidential/Small

Office/ Home Office IP customers are interconnedtethe ISP acquiring Internet access.

Figure 6.1.2 depicts a future ISP’s metropolitatwoek consisting of a WDM optical Metro
core and IP Metro access. The IP section is contpoisa number of IP PoPs, where
customers can access the IP network services aifid is groomed and forwarded to other
PoPs or networks through the backbone. Accesgilgdéed to customers through the
interconnection of the ISP’s Provider Edge (PE)di&ters with the Customer Edge (CE) IP
routers. Existing ATM and SDH equipment is showndompleteness. Provider equipment
can be collocated or not with the customer equignEpending upon the distance between
customer and provider premises and on the amouraféit generated by the customer, and
the tele-housing policies.
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Figure 6.1.2. Metropolitan Area IP over WDM Example

The optical WDM metro core is usually composed dhg of re-configurable OADMs, while
additional point-to-point WDM links with Terminal Mtiplexers can be considered for large
customers. OADMs offer management interfaces dtiiey can be remotely re-configured
to add and drop wavelengths (optical channeld)eéaing through the tributary cards and
multiplex them in the form of optical line signalithe corresponding line cards of the ring in
each direction.

In the case where there are two WDM metro corestitigen an optical cross-connect is
needed, to route wavelengths from one ring to therasupporting all-optical networking.
Such cross-connects are the most expensive piéogsical networking equipment, capable
of performing additional tasks, such as wavelesgttiching and conversion for hundreds of
ports in an all-optical form without O-E conversion

The metropolitan network should extend the trarepay and the scalability of the LAN
through to the optical core network. The IP Mettoess is composed of a set of PE routers
interconnected via optical interfaces with OADM4.the access side of the metropolitan
network, Fast Ethernet is becoming commonplace.

However, a more-compatible methodology would beutbes of optical Ethernet (40-Gigabit
speeds (SONET OC-768) have already been demomBtriststwork operators may limit
their customers to a few Mbit/s, but the links gigabit-capable; and someday the fees for
gigabit-scale Ethernet services will be affordablehe meantime, the protocols and
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techniques for bandwidth segregation over shargd kexist, work well, and are used in
thousands of sites. It is a simple step to runligh@ptical Ethernet trunks, each on a separate
wavelength, all multiplexed over a single fibrerpasing DWDM technology. In this way, a
point-to-point Ethernet link could have scores 0f@bit/s channels, with an aggregate
Ethernet bandwidth of perhaps 400 Gbit/s. Of cqutse kind of network requires very large
Ethernet switches at the ends of the fibres.

The limits on optical Ethernet bandwidth may beydhk limit of fibre optic bandwidth
(perhaps 25 Thit/s per second for the availabletsp@ on today’s fibre) which is still well
beyond the capabilities of today’s lasers and edeats. However, extrapolating from recent
trends brings us to that level in only 5 or 10 gear

In the case that the router provides interfaceskingrin 15xx nm for transmission and
reception, there is no need for a transponderarCtADM. The usual case, however, is that
the routers’ optical interfaces work in 1310 nm #mete is a need to adapt this wavelength to
the 15xx, which is done by the corresponding twg-tvansponder. The transponder converts
the optical signal of 1310 nm to electrical andkotacoptical.

The Wide Area Network is usually composed of aiphamesh-type optical WDM network.
Transmission rates of more than 10 Gbit/s per veangth are providing access to terabits of
bandwidth between metropolitan areas. The powegédiid generally sufficient for distances
up to 1000km without regeneration, reshaping arngimneg. Optical Amplification is
deployed either to boost the aggregate multiplexeiical line signal (eg. with an Erbium
Doped Fibre Amplifier) or to separately regenerdeh optical channel at the corresponding
tributary.

6.1.2 Access Network Technology

The Evolution of Access Networks

Broadband access needs are changing very rapidly {ontent-intensive applications are
driving up the need for speed. New peer-to-peeliegipns such as instant messaging with
text, voice and - in the future - video will pustetenvelope even further since they require
bidirectional data streaming.

IP with Quality of Service differentiation (Diffenéiated Services, Integrated Services and
Multi-Protocol Label Switching) is expected to bewnecessary to handle a range of
different services.

6.1.2.1 Fixed Access Network Technologies

- ADSL - Asymmetric Digital Subscriber Line - enabkebroadband always-on connection
to be provided over the copper pair originally atietd for POTS (typically 1-2 Mbit/s
downstream and 128-512 kbit/s upstream, depenging the distance from the
exchange, and the quality of the copper pairs).

- VDSL - provides very high speed symmetric commudcaover short copper pairs (or
co-ax CATV) for the last few hundred metres todlser and may be used in conjunction
with fibre.
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- Cable modems - provide a shared broadband inteedatk over (upgraded) Cable TV
networks, and are capable of similar data flowsafestream and downstream to ADSL.
Being a shared medium, however, the instantandwaaghput experienced is dependent
upon the number of simultaneous users and thegreugattern.

- Fibre - is penetrating into access areas, butthana of fibre to the home (FTTH) or
desktop has yet to materialise, mainly becausbeotbst-sensitive nature of this part of
the network. Passive Optical Networks provide fibtmenmunications without expensive
electronics. They are well suited to enhancingtexgsetworks by replacing the copper
between the Local Exchange and a flexibility pofasimilar approach can be used with
CATV networks, for instance in a Hybrid Fibre Co-system.

- Ethernet and fibre optics — the combination of ¢h#go technologies would provide an
almost unlimited bandwidth to individual users, the economics are still not clear.

- Powerline. Some operators have provided servideg tise electricity distribution
network for communications. This has great potégispecially for in-home networking)
but there are a number of problems to overcome.

Concerning wired access networks to the home, mpwomainly use is made of existing
infrastructures of telephone-companies (phone-lineadcast-companies (cable), and utility-
companies (power-lines), using dedicated protodadsATM, ADSL, DOCSIS, and allowing
for speeds up to Mbit/s. Some companies have dtartesting in new infrastructures to
cover the 'last mile' to the homes, notably usibgefoptic cabling, allowing for true
broadband access, but requiring huge investmenkgimfrastructure.

The following challenges can be seen for fixed oeks.

- Deal with heterogeneity, which requires bridgingugons, or a common network
abstraction layer

- How to support isochronous data-transfer and phapaay on top of Ethernet (and IP)

- Increasing the bandwidths to support future appboaneeds

6.1.2.2 Mobile Access Network Technologies

The increase in mobile communications and useraapens for diversified wireless services
has led to the development of a variety of wirelssess systems.

In particular, IEEE802.11b wireless LANs supportugto 11 Mbit/s have become popular
in the home/business area, and this technologgvsheing used to serve public “hot spots”.
HSCSD and GPRS - are enhancements to GSM to prawviaebile service more suited to
data.

UMTS, the 3rd generation of mobile systems, promiseallow data communications at up to
2 Mbit/s.

Considerable effort is underway to reconcile théedent standards, typically by using
multimode terminals and interworking devices. Hoamrvhis approach does not seem to have
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all the ingredients to make the multiple existimgl @merging mobile access technologies
appear to the user as a single, seamless, and koemgs network.

A possible way forward is the development of anmogaelio-access concept; ie. an access
network which on one hand is based on a versatiiatarface, and on the other hand is
capable of satisfying different applications infelient radio environments, when combined
with IP-based backbone networks.

Besides flexibility in the air interface, such gmeo network paradigm requires a
corresponding redefinition of layers above the pfalone. In order to integrate
heterogeneous mobile access networks, it is negesshreak the tie between mobile users
and networks, and to move towards ways of operdtiagare:

- compatible with IP-based networks

- scalable; and

- distributed.

The resource management should provide an indepepdgormance calibration (“tuning
knobs") allowing network operators to set targeels, tailored to user needs, on a unified IP-
based access interface.

There will be a lot of different technologies arydtems that will be used for the cellular
communications. Therefore in the future, softwadia solutions will be developed to enable
dynamic reconfiguration (for all layers) and toesfh multifrequency and multimode system.

The IP protocol will be used by all types of teraigand by all networks. The 4G terminals
will be a mobile and a wireless terminal with intetgd Mobile IP and Cellular IP protocols.

6.1.2.3 Dynamic handover between wireless networks

In wireless networks, terminal devices make conaestto base-stations. By enabling
handover, consumers are offered improved moblitg.discriminate between horizontal and
vertical hand-ver.

Horizontal handover is a transition of this conim@tfrom one base station to another, within
the same type of network. This may be necessaitgabwith situations such as the motion of
the mobile terminal, interference or a requesgfdrfferent service.

A difference can be made between hard horizontaddn@er and soft horizontal handover
between base stations:

- A hard horizontal handover is described as a hat@dandover involving a frequency
change. The transition occurs in one instanceéh@mobile will give up its connection to
one base station completely before it establishemhaection to the second. In a well-
managed network it should know where to find thmsed connection but unfortunately
calls can be lost. Hard handover is also calleddktbefore-make’ handover.

- A soft horizontal handover is described as a haadahere the second connection is
established before the first is dropped, usingstrae frequency. In this way a mobile
may during this period be communicating simultarsdpwith two base stations, and calls
should not be dropped. Soft handover is also cathedte-before-break’ handover.
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Vertical handover is the process of handover batvdiéerent types of networks. This may
be a handover between standards of the WAN/celtypa, like GSM and UMTS, but also of
the LAN/hot-spot type, like WiFi, and the PAN/pensbtype, like Bluetooth. This type of
handover typically is hard (involving a frequendyange).

Multi-band (via hard horizontal handover) and matandard (via vertical handover) mobile
terminals are already available on the marketpalgh they only cover the second-generation
(2G) GSM mobile cellular standards that operat@0@tMHz and 1.8 GHz with the addition

of 1.9 GHz for use in the USA. Currently, terminate being developed that will also support
the third-generation (3G) standard UMTS, that ofgarat 2 GHz, together with some of the
aforementioned 2G standards.

Roaming (via soft horizontal handover) is possibith all contemporary terminals.

Regarding the multi-band, the benefit offered @ wker by the hard-horizontal handover is an
extended service provision in terms of geograplacad, since the services offered by each
network (on a different band) are very similar 6&@iSMS and in some cases data if GPRS is
involved).

Regarding the multi-standard, in all these ternsinlaé system operates using only one
standard at any one time, since components aredghathin a single radio architecture. This
limits their handover to hard vertical handovemestn the various standards.

Terminals that can operate simultaneously on nfaatedne wireless standard are not yet
available. Simultaneous operation may however balga perception by the user and achieved
within the terminal using soft vertical handovetvbeen the various standards.

An additional need arises to support wireless LAdhdards within the terminal in addition to
the existing mobile cellular 2G and emerging 3Gd#ds. Work has already commenced in
the ETSI BRAN project and in the 3GPP on the interking between the 3G and Hiperlan/2
standards. The reason behind this is that basicAINs provide support for higher data rates
that are offered by the cellular networks. Theyd{drowever, to be restricted to short-range
and mobility, implying no contiguous coverage at suitable for high speeds of mobility.
So, cellular WANs and “hot-spot” LANs can be sesrtamplementary, in terms of data rates
but also service provisioning.

The following challenges can be seen for dynamiabaers:

- Develop terminals that can operate simultaneouslsnore than one wireless standard

- Enable seamless handover between WAN/cellular, LiAdt/spot”, and PAN/personal
networks

6.1.2.4 Wireless LAN Market Trends

Most WLANSs are employed to augment rather thana@plvired LANs. They provide
connectivity to a LAN in places where wiring isfaifilt, costly or inconvenient to employ.
Common applications for WLANs may include the fallag:

- Museums and archaeological places

- Hospitals, recording patient information at bedside
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- Car rental companies, to input car-return inforonati

- Warehouse and retail shops, to keep inventories

- Restaurants placing orders

- Offices that extend networks into boardrooms abities
- Schools

- Wireless meeting rooms

- Wireless business centres

- Wireless small offices

The total WLAN revenue was $839 million in 2000 &1d056 million in 2001 (IDC).

6.1.2.5 Fixed-Wireless Access Technologies

Fixed wireless access (eg. LMDS) - systems us® tadkis to provide connections to
customers in fixed locations. It is suitable fooddcast applications as well as broadband
telecommunications.

The wireless Internet markets are opening quickr 2001. Although most of the attention
has been focused on cellular telephony, the fixiedl@ss Internet will be also extremely
important market area. In fact, the fixed wirelesi be the first technology that is
implementing a real wireless IP connectivity. Trensitional technologies such as WAP or
UMTS are not inherently TCP/IP-compatible in thesethat they do not allow for the
transparent flow of Internet traffic. The large baudth, relatively good channel conditions
with fixed wireless etc. will make it possible tailol IPv6 compatible wireless links well
before actual mobile Wireless Internet is possible.

Overall, LMDS compares favourably with competingiops on the basis of both
performance and cost, but it lacks the wide supgadtfinancial backing which other
platforms possess. Industry support has floodethdetable modem and ADSL technologies,
and this could prove to be significant.

The computing industry also seems to be suppoADSL, and to a lesser extent cable
modems, as a means of delivering multimedia corttehbmes and businesses. This industry
has a lot to gain from the success of broadbandetg] and logic suggests, that its members
will go to great lengths to bring the most likelypadband technologies to the mass market.
ADSL seems to be that technology.

Only a few companies have publicly committed toprging LMDS platform and those,
which have, lack the distribution, name-brand awass, and financing which supporters of
ASDL and cable modems possess. This differenckalylto result in an LMDS CPE that
costs more than - and lacks the distribution &ble and ADSL modems. In addition, there
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will be lower visibility for LMDS. Time could alsbe an issue. If cable modems and ADSL
services become widely accessible within the negtytears, then the deployment of LMDS
could prove unattractive in areas that already ggsssther alternatives.

There are a number of variables that could drdktialier the market and the fortunes of
LMDS providers. ADSL and cable modem deploymentddag considerably behind
expectations, and satellite and many LMDS operatag not even build out their networks.
However, developments in the market today sugpestieading LMDS auction winners will
deploy networks, and that these Service Providdrsencentrate their efforts on business
and well-to-do residential customers. The high-cbsEPE will preclude deployment to other
residential areas, at least initially.

- Geostationary satellites and terrestrial broadegstcan now provide broadband
(asymmetric) interactive capability using the fixastwork (eg ISDN) for the upstream
path.

- Low Earth Orbit satellites and High Altitude Platfo Stations — considerably reduce the
problems caused by the transmission time to and geostationary satellites but have not
yet been proven commercially viable.

In the near future, residential access is expdcteedmain copper-based, using technologies
such as xDSL to boost the capacity of traditiormgdper lines. However, for business offices,
optical technology is already being used to briiggn lbandwidth to the end-user, with ATM
and SDH access equipment at the customer premniisesiext step is to use WDM
technology for these environments. WDM will firs bsed in industrial and campus LAN
environments. The DWDM network at the Microsoft thgaarters in Redmond is a good
example of a trial of these latest technologiesciwvinse DWDM in the enterprise
environment. This will become technically and ecoreally feasible due to the very large
number of wavelengths that a single fibre can ¢dimys spreading the cost to more
subscribers. Introducing more wavelengths per fdaire also lead to new topologies for home
access by using ring or bus like structures witladaVdrop port per home so that each home
has its own wavelength.

Nevertheless, the point-to-point optical fibre stucture is preferred for business customers
with critical security requirements. In major c#tjdibre already connects most big business
offices (FTTO) and some residential buildings witlg or star structures. Fibre is getting
closer to small business customers and residentsibmers with double star or tree-branch
structures. Fibre to the cabinet (FTTCab) and fibréhe curb (FTTC) are becoming more
common, also fibre to the town (FTTT) and fibrahe village (FTTV) are increasingly
popular.

6.1.3 The evolution of home networks
Homes contain many kinds of network technologiesgkample:
- analogue/ISDN/ADSL/CATV/Ethernet/WLAN for communtoae, interactive services

-  CATV, satellite links, etc. for entertainment sees
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- various low speed smart devices, interconnecteccanttolled by radio, fixed, infrared,
... types of network.

6.1.3.1 Fixed home networks

A lot of in-home networking standards require cadplbetween the devices. One option is to
install new cabling in the form of galvanic twistpdir or coaxial wires, or optical fibres. The
alternative is to use existing cabling, like powees and phone-lines. Especially for the
existing cabling a wide range of proprietary staddaxist, but we will limit ourselves to the
more interesting open standards.

Using existing cabling in the home is very convanhier end-users: «no new wires!». For in-
home networking via the phone-line, HomePNA22 hexome the de-facto standard,
providing up to 10 Mbit/s, where 100 Mbit/s is egpel. For power-line networking, low-
bandwidth control using X1023, and (high) bandwidéta transfer using CEBus and
HomePlug are the most prominent ones, offering fi@nkbit/s up to 14 Mbit/s.

Premium performance is obtained when using newrggaldNew cabling requires an

additional effort of installation, but has the adtage that premium-quality cabling can be
chosen, dedicated to digital data-transport at haggss. The IEEE-1394a standard (also called
Firewire and i.Link) defines a serial bus that afdfor data transfers up to 400 Mbit/s over a
twisted-pair cable, and extension up to 3.2 Ghoisiag fibre is underway. Similarly, USB
defines a serial bus that allows for data transiprto 480 Mbit/s over a twisted-pair cable,
but using a master-slave protocol instead of thee-pepeer protocol in IEEE-1394a. Both
standards support hot plug-and-play and isochroetseaming, via centralised media access
control, which are of significant importance fomsomer-electronics applications. A
disadvantage is that this sets a limit to the chrigths between devices.

Another major player is the Ethernet (also knowhEd=E 802.3) which has evolved via 10
Mbit/s Ethernet and 100 Mbit/s Fast Ethernet, @tgabit Ethernet, providing 1 Gbit/s using
fibre. Ethernet notably does not support isochrengiteaming since it lacks centralised
medium-access control. Also it does not supportagesiiscovery (plug-and-play). It is
however widely used, also because of the low cost.

Currently there is no dominant wired networkingnsiard for in the home, and networks are
likely to be heterogeneous, incorporating multgtigndards, both wired and wireless.

6.1.3.2 Wireless home networks

As opposed to wired networks, wireless systemgaareasier to deploy. Already widely
deployed in Europe is the well-known DECT technglawptably for voice communication.
For services other than voice, they can be dividegitwo categories: Wireless PANs and
LANSs.

Wireless Personal Area Networks (PANS) typicallydna short range-of-use (10-100
meters), and are intended to set up connectiomgebeatpersonal devices. The most widely
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deployed standard in this class is Bluetooth. dsability is providing 1 Mbit/s for few
connected devices in a small network, called pitdterange is between 10 and 100 meters
depending on the transmission power. The usedrnriae®n-band for Bluetooth lies in the
2.4 GHz ISM band (license-free).

The IEEE 802.15 standard is intended to go a stebdr. It integrates the Bluetooth standard
and harmonizes it with the IEEE 802 family, sucattihis IP and Ethernet compatible. The
objectives are a high-bit rate solution (IEEE 8623} providing up to 20 Mbit/s, and a low
bit-rate one (IEEE 802.15.4, also known as ZigBee).

The HomeRF standard, like Bluetooth, also workthe2.4 GHz ISM band. From an initial
maximum data rate of 1.6 Mbit/s, it has been ex¢drid 10 Mbit/s. HomeRF has a range of
50 meters at this speed. It is not interoperabth 8 strongest competitor, IEEE 802.11b
(see below), however.

Wireless local area networks (LANS) have a broaglication area: their purpose is to
provide a wireless connection for networked devlit@slaptops or even handheld devices,
not restricted to one person. The IEEE 802.11 sefistandards are leading in this area: The
IEEE 802.11b (WiFi) standard uses the 2.4 GHz band,the IEEE 802.11a standard the 5
GHz band. Notably the 802.11b standard is gainiagket share. Capabilities of 802.11 are
to provide up to 54 Mbit/s over 300 meters distalCESI former Hiperlan2 standard has now
merged with 802.11a, giving some features that \aeady considered like power control
and QoS.

Concerning wireless networks to the home, the dghand most deployed systems are DVB-
based access networks. Currently, they are maeplogled through satellite transmission, for
Digital TV broadcasting services. Interactive seeg are provided through the use of eg.
telephone-lines for the (narrow-band) return chésrighe technology has the main
characteristic to be a broadcast and reliable (wetly low error rate) link supporting around
1Gbit/s in total, and thereby able to transportdrads of compressed TV programs. In
parallel, some data-based services can be caadedhg extra features around the TV
programs, such as electronic program guides (ER@Sgncryption keys. For terrestrial
transmission of digital TV, the DVB-T standard een standardised and will be deployed
in the near future progressively. Its purpose éssame, but the number of carried TV
programs will be limited to about 40.

Some wireless fixed broadband-access solutions &lawvebeen standardised, with relatively
poor success. The local multipoint distributiorvgss (LMDS) is being used for point-to-
multipoint applications, like Internet access agléphony. It only has a 3-mile coverage
radius, however. The multichannel multipoint distition service (MMDS) was initially used
to distribute cable television service. Currentligibeing developed for residential Internet
service. However, installations have not been fable and service delays have been
widespread. Currently, new standards have beinget&fe.g. the IEEE 802.16
(WirelessMAN) standard addresses metropolitan-aedaorks; amendment 802.16a expands
the scope to licensed and license-exempt bandsZrtmil GHz. ETSI is following a similar
track for Europe.

The following challenges can be seen for wirelesad networks:
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- To deal with governmental regulations that varyedydhroughout the world, and prevent
interference, especially in the license-free spctbands, to ensure optimal network
performance.

- Power consumption for mobile devices: since wirelestworks enable mobile
applications, their success relies on the duraiwhlimited weight of the devices
batteries. One of the requirements driving the btigreent of Bluetooth was to have low-
cost, low power consumption devices.

- To enable the use of wireless networks in conswapplications of every day life,
seamless integration of new devices is criticals Tiivolves interoperability for both low
level protocols (plug-and-play devices) as welh@gher-level functionality.

- Wireless networks have specific features suchssdb packets and bit rate modifications
that have a significant impact on some applicati@qsliring a constant QoS such as
video. Adaptation of data transport to the constsaof wireless networks with techniques
such as error resilience, scalability or joint ®ichannel coding is therefore critical.

Interworking and interoperability, as well as tleasless provision of services, independent
of the underlying networks is the most challengimgjc to be addressed in the access and
home network environments. The standards arenarmémetworks is another area, which is
currently too diversified and hence there is a neindb proprietary technologies and
interfaces. This is not a cost-effective solutibattcan exist in the long term.

6.1.3.2.1 Heterogeneous in-home networks

From the previous sections it is clear that sewexdinologies for in-home networking exist.
These standards and technologies differ in:

- Application domain (home control, communicatiorfptainment, entertainment)
- Middleware technology (HAVi, UPnP, Jini, etc.)

- Connection technology (based on new wiring (coaisted-pair, fibre), on existing
wiring like power-line and phone-line, or wireless)

At least for the coming years, but even in the lang there will not be a clear winner, and it
is expected that several technologies will co-eX&ireover, since there is no main player
dominating the home infrastructure, all kind offtealogy combinations will co-exist within
a single home network making it fully heterogeneduss implies that networked devices,
services and applications will only be successfuihey are prepared to run within a
heterogeneous environment. Therefore, a strongras@eed arises to develop bridges and
gateways that can couple the different clusteesheterogeneous home network.

The heterogeneity can appear both at the lowea (dahsport focused) and higher
(middleware) layers of the ISO OSI protocol stack.
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An overview of the various wired and wireless datasport focused standards we provided
before. Here we focus on heterogeneity at the rewdate layer, which means that different
middleware standards are present dealing divevadyfundamental issues like:

- Device models and definitions

- Resource management

- Event management

- Stream management

- Plug-and-Play mechanism

- User-interface concepts

The available (combinations of) middleware standdwehvily influence both the architecture
of the devices, as well as the architecture ofisesvand applications in the network.

To make a proper architectures for devices andcgijuns it is essential to have adequate
knowledge of the various middleware technologiey tmay end up working on. The state-of-
the-art middleware technologies for entertainmefdatainment are: HAVi, UPnP, Jini,
Bluetooth, WAP. They vary in the protocol stackmnsoof them like UPnP or Jini, are bound
to a specific layer (network, eg. IP) in the OSicét Others, like HAVi, Bluetooth and WAP,
are tightly coupled to a specific communication medbut stretch out far into the

application layers.

There is a pervasive use of sensors in all areaardives, and these will be increasingly
miniaturised, equipped with embedded intelligenua eapabilities for being networked so
that they can communicate with other devices.

Besides the in-home networks, there are the vaaoosss networks to the outside world, via
telephone, cable, satellite, etc. These will hafferént characteristics and have an impact on
the provided external services. To make good archites for devices and applications it is
essential to have good knowledge of the propeiries the different access networks and the
services offered through them.

The following challenges can be seen for heterogesmien-home networks:

- To deal with heterogeneity at lower layers requdegelopment of bridging solutions, or
a common network abstraction layer like IP

- To deal with heterogeneity at higher layers regutevelopment of gateways coupling
different middleware standards

6.1.3.3 Ad-hoc Networks

Ad-hoc networking enables users to co-operativaetgnfdynamic and temporary networks
without any pre-existing infrastructure, using daipaes of the underlying, mostly wireless,
network. This contrasts with infrastructure-basetivorks.

In its most primitive form, ad-hoc networking enedbdirect communication between any two
mobile nodes that are in the wireless transmissaage. This may be the only way of
communicating. This is, for instance, the caseBlaetooth, which facilitates ad-hoc
connections for stationary and mobile communicatiomironments. On the other hand, the
long-range IEEE 802.11 standard defines two motleperation: base-station mode (BSS,
basic service set), and ad-hoc mode (IBSS, indegrerizhsic service set).
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Every mobile node operating in the BSS mode must lige transmission range of one or
more base stations, which are responsible for hoffeand forwarding traffic between nodes.
Nodes can send outgoing traffic to the base statnytime and periodically poll the base
station to receive incoming traffic, while beingtire sleep mode the remaining time. The ad
hoc operation mode does not use any base stafrastimicture; nodes communicate directly
with all other nodes that are in the wireless tnaission range. Because there is no base
station to moderate communication, nodes must awayready to receive traffic from their
neighbours.

Ad-hoc routing protocols extend the basic one-hh@c networking by managing the
routing of messages among mobile nodes. Propostolcpis are typically implemented over
IEEE 802.11 and maintain a routing table from wrilod path of mobile nodes, to be
followed for sending a message from one mobile riodmother, may be retrieved.

The main issue to be addressed in the design afldroc routing protocol is to compute an
optimal communication path between any two mobddes. This computation must
minimise the number of control messages that athaged among mobile nodes in order to
avoid network congestion but also to minimise epe@nsumption.

There exist two basic types of ad-hoc routing proks: proactive and reactive. Proactive
protocols (eg. OLSR [JMQL+01]) update their routtable periodically. Reactive protocols
(eg. AODV , DSR , TORA) a-priori reduce the netwéskd due to the traffic of control
messages, by checking the validity of, and possibiyputing, the communication path
between any two mobile nodes only when a commubitat requested between the two.
ZRP is a hybrid protocol that combines the reactive proactive modes. The design rationale
of ZRP is that it is considered advantageous tarately know the neighbours of any mobile
node (ie. mobile nodes that are accessible ineafiumber of hops, whose optimal value is
of 3-4 ). Hence, ZRP implements both a proactivaqmol for communicating with mobile
nodes in the neighbourhood (referred to as the)zand a reactive protocol for
communicating with the other nodes.

Ad-hoc networking is a very cost-effective solutibmgeneral, it is very convenient for
accessing services and data that are present iadale(physically close) area, and for
possibly reaching a WLAN base station, all atdittk no cost for the user.

Ultimately, the user may decide to pay for commatian using (global) mobile-service
networks, if the connectivity using the ad-hoc ratwconnection to a wireless LAN is of
poor quality.

The following challenges can be seen for ad-howows:

- Middleware over ad hoc networks. Ad-hoc networkatigws for setting up collaborative
networks among mobile nodes based on their geoigapdroximity and/or sharing of
interest. However, middleware that sets up suabllaborative environment still needs to
be devised, offering in particular base serviceslfe management of ad hoc grouping
and of security. In addition, the middleware mustdesigned so as to minimise energy
consumption by and optimise the performance ofithaces involved in the
collaboration.
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Setting up an ad hoc group of mobile nodes usiagitiderlying ad hoc network relies on
the design of adequate services for service disgaed lookup and for dynamic group
configuration. These issues are further discussdiael sections on Lookup and discovery
of services and devices and Service composition.

Ad-hoc networking raises the issue of ensuring terelRd privacy and integrity of the
users’ data. However, strong security enforcemerdtrne balanced with consumption of
resources and in particular of energy.

The increasingly powerful hardware embedded in leaimdes and the relatively slow
increase of battery capacity require devising adegsolutions to energy saving on he
mobile nodes for all the constituents of the mobreironment, ie. application software,
network operating system and hardware. In particatammunication is one of the major
sources of energy consumption. This has thus I¢tgetalesign of wireless communication
protocols that reduce energy consumption. Howewest of the communication
protocols that have been proposed for ad hoc nktaare assessed in terms of bandwidth
usage and not energy consumption. There are acfeallprotocols that are specifically
aimed at reducing energy consumption, which cahaohanaged by simply optimising
bandwidth usage between the sender and the rechivaidition, it is mandatory for
these protocols to be coupled with distributed i@pibn software (ie. application and
middleware) that are designed so as to minimiseggremnsumption, including the one
associated with communication.

It is crucial to design the middleware with perf@amse improvement in mind regarding
both resource usage and response time, which e @fntradictory. Such a concern
relates in particular to how the aforementionednageues are addressed. In addition, it
requires integrating well-known techniques for parfance improvement such as
caching.

Integrating ad-hoc and base-station modes.
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6.2. New network technologies

6.2.1. Information carrying and routing

6.2.1.1Next Generation IP (IPv6)

IPV6 is the next generation protocol designed YIBTF to replace the current version of the
Internet Protocol, IPv4. Most of today’s Internsea IPv4, which is now more than twenty
years old. IPv4 has been remarkably resilient itesyf its age, but it is beginning to have
problems.

6.2.1.1.1 Introduction to IPv4

The Internet Engineering Task Force published B Ispecification (RFC 791) in the fall of
198I. When the IPv4 specification was released, bhiernet was a community of
approximately one thousand systems. The IPv4 spatdn called for every IP address to be
represented by a 32-bit number made up of fourggai eight-bit numbers. This provides a
total of just over four billion addresses, althoughly a few hundred million are actually
available due to hierarchic allocation schemes.

Since the release of IPv4, the Internet populalias grown to over 100 million computers,
increasing far faster than anticipated. As the pmfoavailable addresses decreases, it will
become increasingly difficult to obtain IPv4 addes

Furthermore, the pace of this growth is expectedoiatinue for years to come. The bottom
line is this: The Internet is running out of addressésid by some hard estimates, this could
happen as soon as 2002. Early IP assignments eelsaddresses for some corporations and
institutions in very large blocks. These “Class &id “Class B” network assignments were
issued in the early days when the current growtls wat anticipated. While some early
adopters may still have addresses available fernat usage, the pool of unissued addresses
is becoming smaller every day. The addresses tegd inanded out to some of the early large
corporate networks cannot now be reissued to aibens.

6.2.1.1.2 Introduction to IPv6

According to population estimates from the US CenBureau, the world will be home to
about 9 billion people in 2050. Whatever the ecoicotonstraints may be, we must clearly
plan technically for all of these people to havdeptial Internet access. It would not be
acceptable to produce a technology that simplycdcool scale to be accessible by the whole
human population, under appropriate economic cummdit Furthermore, pervasive use of
networked devices will probably mean many devices person, not just one. Simple
arithmetic tells us that the maximum of 4 billionhtic addresses allowed by the current IP
version 4, even if backed up by the inconveniechnéjues of private addresses and address
translation, will simply be inadequate in the fetulf the Internet is truly for everyone, we
need more addresses, and IP version 6 is the anhytavget them.
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IP version 6 (IPv6) is a new version of the IntérReotocol, designed as a successor to IP
version 4 (IPv4) [RFC-791], the predominant protanaise today. The changes from IPv4 to
IPv6 are primarily in the following areas: expandmttiressing capabilities; header format
simplification; improved support for extensions aogtions; flow labeling capability; and
consolidated authentication and privacy capabslit®mmarized key features between IPv4 and
IPv6 are as follows:

Table 6.2.1Key features of IPv4 and IPv6

IPv4 IPv6

Size of Basic header size Variable size Fixed size

Packet

Format . . . .
Optional headers Optional headers Extension headers and options
Addressing spaces Lack of address spaces Large address spaces
End-to-end communications No Yes
Types of addresses Unicast, multicast and broadcast | Unicast, multicast and anycast
Scopes of addresses Local and global Link-local, local and global
A(tjdrfess GRiGUIELEN B @ A address Multiple addresses

Addressing md?jr ace —_
& Lz LRI Multiple interface/addresses Multiple interfaces/addresses
equipment
Address Autoconfiguration Using private addresses Using public addresses
Hierarchical addressing - Yes
Address Renumbering - Yes
Management of service conflicte ToS field Traffic class field
QoS Identification of traffic flows None Flow label field

(Ij?aetc;lognltlon o conielopEe None Hop-by-Hop extension header
AH header Optional Mandated

Security
ESP header Optional Mandated
Detection of new networks - RA messages
Generation of new addresses = - Auto-configuration

Mobility
Mobility headers - Mandated
Option  header:  Destinatio Optional Mandated

option, routing and etc.

Comparing to the IPv4, the key features such aseadihg schemes, QoS, security and mobility, etc.,
are specified as following:
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- Flexible Packet Format: Changes in the way ohé#der options are encoded allows for more
efficient forwarding, less critical limits on theergth of options, and greater flexibility for
introducing new options for the future use.

- Expanded Addressing Scheme: IPv6 addressing sshémave a large addressing space due to an
increased size of the IP address field. To demataesthat IPv6 really does have enough addresses
for everyone, consider that it has 128-bit longradses. Superficially that appears to offer an
enourmous number of addresses: about 340 trillidlpn, trillion (3.4x10%®). It seems to be enough
for 9 billion people in the world.

- Quality of Service: A new IPv6 header field isdad to enable the labeling of packets belonging to
particular traffic "flows" for which the sender rggpts special handling, such as non-default quality
of service or "real-time" service. The additiontloé flow label field enables IPv6 flow identificati
independent of transport layer protocols. This mehat new types of quality-guaranteed services
can be introduced more easily in IPv6 environments.

- Security Support: IPv6 supports built-in IPsecvees using AH and ESP extension headers. This
enables end-to-end security services via globald@esses even though intermediate nodes do not
understand the IPsec headers.

6.2.1.2 Transition Strategies from IPv4 to IPv6

The IPv6 specification introduces major modificasaomparing with IPv4. Not only has the
IP address length been extended to 128 bits baottlaésIP header format and the way header
information is processed have been modified. Moviligm IPv4 to IPv6 is not
straightforward and mechanisms to enable coexistericand transition between the two
versions have to be standardised. There are tlemeerg strategies to deal with transitioning
to IPv6 from IPv4. They can be used independeritBach other, or in combination.

6.2.1.2.1 Dual-Stack

Dual Stack is an implementation of the TCP/IP saift@rotocols that includes both an IPv4
and an IPv6 Internet layer. This approach requiass and routers to implement both IPv4
and IPv6 protocols. This enables networks to suppoth IPv4 and IPv6 services and
applications during the transition period. At theegent time, the dual-stack approach is a
fundamental mechanism for introducing IPv6 in ergtiPv4 architectures. This mechanism
will remain heavily used in the near future, bug tlrawback is that an IPv4 address must be
available for every dual-stack machine. Figureloshows dual IP layer architecture.

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



118

Application
Layer

Transport Layer (TCP/UDP)

IPv6 IPv4

Network
Interface Layer

Figure 6.2.1 Dual IP Layer Architecture
6.2.1.2.2 Tunneling

Tunneling means encapsulation of IPv6 packets wittv4 packets for transmission over
IPv4-only network infrastructure. For instance,a@pe IPv6 networks can be interconnected
through a native IPv4 connection by means of adluriRv6 packets are encapsulated by a
border router before transportation across an H&idork and decapsulated at the border of
the receiving IPv6 network. Tunnels can be stdfical dynamically configured, or implicit
(IPv6 to IPv4 or IPv6 over IPv4). The TB (TunnebRer) approach has been proposed to
automatically manage tunnel requests coming frausers and ease the configuration
process. ISATAP (Intra-Site Automatic Tunnel Addieg Protocol) is a technique to avoid
tunnel manual configuration. Finally, in later stagf transition, tunnels will also be used to
interconnect remaining IPv4 clouds through the IPN@structure. If tunneling is used, an
enterprise’s security and network management itrfresire still needs to be upgraded for
IPv6. The following shows comparision between vasitunneling methods.

Table 6.2.1 Comparison between tunneling methods

Name Applicability Drawbacks
IPv6 IPv6 IPv6 hosts/islands to communicate with | - Manual configure
over configured| each other or with the native IPv6
IPv4 tunnel network through 1Pv4 networks.
Tunnel IPv6 hosts/islands to communicate with | - Single point of
Broker each other or with the native IPv6 failure
network through IPv4 networks. - Communication
Bottleneck
6to4 Isolated IPv6 sites (domains/hosts) - Special 6to4 prefix
attached to an IPv4 network to - Difficult to control
communicate with each other or with and management
the native IPv6 network. - Security threats
ISATAP IPv6 hosts inside the IPv4 site to - Difficult to control
communicate with each other or with and management
the native IPv6 network. - Security threats
IPv4 configured| IPv4 hosts/networks to connect with - Manual configure
over tunnel each other through IPv6 networks
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IPv6 DSTM Hosts in native IPv6 network which - Single point of
need to maintain connectivity with failure
hosts/ applications that can only be - Communication
reached through IPv4 bottle- neck
IPv4 Teredo Hosts located behind one or more IPv4 | - No support for
over NATS to obtain IPv6 connectivity by Symmetric NAT
UDP tunneling packets over UDP
over Silkroad Hosts located behind one or more IPv4 | - Single point of
IPv6 NATSs to obtain IPv6 connectivity by failure
tunneling packets over UDP - Communication
bottleneck
TSP Establish tunnels of various inner - Single point of
protocols (e.g., IPv6, IPv4), inside failure
various outer protocols packets (e.g., - Communication
IPv4, IPv6, UDP) bottle- neck

RFC 2893 in IETF defines the following three typépossible tunneling configurations with
which to tunnel IPv6 traffic between IPv6/IPv4 nedwer an IPv4 infrastructure:

- Router-to-Router

- Host-to-Router or Router-to-Host
- Host-to-Host

6.2.1.2.2.1 Router-to-Router

In the router-to-router tunneling configuration otWPv6/IPv4 routers connect two IPv4 or
IPv6 infrastructures over an IPv4 infrastructuree Tunnel endpoints span a logical link in
the path between the source and destination. N&di?er IPv4 tunnel between the two
routers acts as a single hop. Routes within eaesh o IPv6 infrastructure point to the
IPv6/IPv4 router on the edge. For each IPv6/IPwdan there is a tunnel interface
representing the IPv6 over IPv4 tunnel and rodtasuse the tunnel interface.

Figure 6.2.2 shows router-to-router tunneling.

IPv4 or IPv6 IPv4 infrastructure IPv4 or IPv6

infrastructure infrastructure

IPv6 over IPv4 tunnel (]r
‘ IPv6

IPv6/IPv4 router IPvB/IPv4 router
Figure 6.2.2: Router-to-Router Tunneling

Examples of this tunneling configuration are:
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- An IPv6-only test lab that tunnels across an oizgion’s IPv4 infrastructure to reach the
IPVv6 Internet.

- Two IPv6-only routing domains that tunnel acrtigs IPv4 Internet.

- A 6to4 router that tunnels across the IPv4 Irgemo reach another 6to4 router or a 6to4
relay router.

6.2.1.2.2.2 Host-to-Router and Router-to-Host

In the host-to-router tunneling configuration, &vé/IPv4 node that resides within an IPv4

infrastructure creates an IPv6 over IPv4 tunnetdach an IPv6/IPv4 router. The tunnel

endpoints span the first segment of the path betviee source and destination nodes. The
IPv6 over IPv4 tunnel between the IPv6/IPv4 node tre IPv6/IPv4 router acts as a single
hop. On the IPv6/IPv4 node, a tunnel interface espnting the IPv6 over IPv4 tunnel is

created and a route(typically a default route) dgleml using the tunnel interface. The

IPv6/IPv4 node tunnels the IPv6 packet based omtitehing route, the tunnel interface, and
the next-hop address of the IPv6/IPv4 router.

In the router-to-host tunneling configuration, &vé/IPv4 router creates an IPv6 over IPv4
tunnel across an IPv4 infrastructure to reach a®/IPv4 node. The tunnel endpoints span
the last segment of the path between the source and destination node. The IPv6 over
IPv4 tunnel between the IPv6/IPv4 router and théifPv4 node acts as a single hop. On the
IPv6/IPv4 router, a tunnel interface representimg Pv6 over IPv4 tunnel is created and a
route (typically a subnet route) is added using timenel interface. The IPv6/IPv4 router

tunnels the IPv6 packet based on the matching subuoge, the tunnel interface, and the

destination address of the IPv6/IPv4 node.

Figure 6.2.3 shows host-to-router (for traffic ®mg from Node A to Node B) and router-to-

host (for traffic traveling from Node B to Node Ajnneling.

IPv4 infrastructure
IPv4 or IPvG
Node A infrastructure Node B
q}‘U IPv6 over IPv4 tunnel U* i @JMJI

IPv6/IPv4 T IPv6
IPv6/1Pv4 router
Figure 6.2.3: Host-to-Router and Router-to-Host Tumeling

Examples of host-to-router and router-to-host tlingeare:

- An IPv6/IPv4 host that tunnels across an orgainaa IPv4 infrastructure to reach the IPv6
Internet.

- An ISATAP host that tunnels across an IPv4 nekworan ISATAP router to reach the IPv4
Internet, another IPv4 network, or an IPv6 network.

- An ISATAP router that tunnels across an IPv4 roeknto reach an ISATAP host.
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6.2.1.2.2.3 Host-to-Host

In the host-to-host tunneling configuration, an 6ARv4 node that resides within an IPv4

infrastructure creates an IPv6 over IPv4 tunnaiech another IPv6/IPv4 node that resides
within the same IPv4 infrastructure. The tunnel gmdts span the entire path between the
source and destination nodes. The IPv6 over IPndAdiubetween the IPv6/IPv4 nodes acts as
a single hop.

On each IPv6/IPv4 node, an interface representieglPv6 over IPv4 tunnel is created.

Routes might be present to indicate that the dmtsbim node is on the same logical subnet
defined by the IPv4 infrastructure. Based on theds® interface, the optional route, and the
destination address, the sending host tunneldPWi@ traffic to the destination.

Figure 6.2.4 shows host-to-host tunneling.

I Pva infrastructure

IPvG/ 1Pwv4 IPvG/1Pwva
noce nocde

Figure 6.2.4: Host-to-Host Tunneling
Examples of this tunneling configuration are:

- IPv6/IPv4 hosts that use ISATAP addresses toduacross an organization’s IPv4
infrastructure

- IPv6/IPv4 hosts that use IPv4-compatible addesséunnel across an organization’s IPv4
infrastructure.

6.2.1.2.3 Translation

Neither dual stack nor tunneling approaches worlkcéonmunications between an IPv6-only
node and an IPv4-only node. Such communicationiregja translation mechanism at either
the network, transport, or application layer. Ttatisn is necessary when an IPv6 only host
has to communicate with an IPv4 host. At least|fhkeader has to be translated but the
translation will be more complex if the applicatiprocesses IP addresses; in fact such
translation inherits most of the problems of IPw@tWork Address Translators.
ALGs(Application-Level Gateways) are required tanlate embedded IP addresses,
recompute checksums, etc. SIIT(Stateless IP/ICM#AndIation) and NAT-PT(Network
Address Translation - Protocol Translation) areassociated translation techniques. A blend
of translation and the dual stack model, known &3 l(Dual Stack Transition Mechanism),
has been defined to allow for the case where ircefit IPv4 addresses are available. Like
tunnelling approaches, translation can be impleeteimt border routers and hosts.

6.2.1.2.3.1 SIIT (Stateless IP/ICMP Translation)
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SIIT specifies a key translation algorithm for eladpinteroperation between IPv6-only and
IPv4-only hosts. In SIIT, temporarily assigned IRadtresses are used for IPv4-translated
IPv6 addresses. Packets travel through a SIIT laemswhich converts the packet headers
between IPv4 and IPv6, and translates the headeesses between IPv4 on one side and

IPv6 on the other.

6.2.1.2.3.2 NAT-PT (Network Address Translatiomotétol Translation)

NAT-PT builds on the common IPv4 NAT device to po®/an IPv4—-IPv6 translation tool.
NAT-PT binds the internal network’s IPv6 addresséh the external network’s IPv4
addresses to transparently translate packets.sssoss are initiated, NAT-PT uses a pool of
IPv4 addresses for dynamic assignment to IPv6 ndt&$-PT keeps state information on
each session, and thus session packets must pasgttithe same NAT-PT device. For the
actual header translation, NAT-PT relies on Slifdtionality. NAT-PT also supplies a range
of application-layer gateways (ALGS), including DId8d FTP, for more complicated
protocol translation involving embedded IPv4 addess

6.2.1.2.3.3 BIS/BIA

The BIS(Bump in the Stack) adopts a unique traisiapproach, moving it inside the
individual hosts rather than translating in a calited server. All hosts translate between
IPv4 and IPv6 internally by adding the necessagyrsmts to their IP stack. BIS is an
extreme extension of NAT-PT, in that IPv4 addressesdynamically allocated to hosts from
a pool.

The BIA(Bump in the API) mechanism is similar inrgpto BIS, but it does not translate
between IPv4 and IPv6 headers. Instead, it ing@r&PI translator between the socket API
and the host stack’s TCP/IP modules, allowing tedim to occur without the overhead of
translating every packet’s header.

6.2.1.2.3.4 DSTM

DSTM(Dual Stack Transition Mechanism) is target@tielp the interoperation of IPv6 newly
deployed networks with existing IPv4 networks, vehite user wants to begin IPv6 adoption
with an IPv6 dominant network plan, or later in trensition of IPv6, when IPv6 dominant
networks will be more prevalent. When DSTM is dgplin a network, an IPv4 address can
be allocated to a Dual IP Layer IPv6/IPv4 capaloldento connect with IPv4 only capable
nodes. DSTM permits dual IPv6/IPv4 nodes to comeateiwith IPv4 only nodes and
applications, without modification to any IPv4 omigde or application, or the IPv4 only
application on the DSTM node. This allocation meuss@ is coupled with the ability to
perform IPv4-over-IPv6 tunneling of IPv4 packetside the IPv6 dominant network.

6.2.1.3 IPv6 based NGN

Recently there are significant progress on stanzitidn works for IPv6 based NGN which supports
addressing, routing, protocols and services agsotiaith IPv6. This applies not only to transport
aspects in access and core networks but also Eelother functions such as end user, transport
control and application/service support functions.
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Taking consideration of these definition, the IB#ed NGN could be identified as following Figure
6.2.5.

\
IPv6-based service/application ( Application
‘ IPv6
En-
Service Stratum abled
Proce-
ssing

Transport Stratum

IPv6

Enabled

End-User [ XxDSL Access

Functions Mobile Access Core Network

[W ireless Access(WiMAX)

\[ Fiber Access

IPv6-based IP Connectivity

Figure 6.2.5—Overview of IPv6-based NGN

IPv6-based NGN which is being developed by ITU-T18@9/13 allows flexible use of various
access infrastructures to maximize benefits ofgudv6. One of example of the benefits is a using
multihoming feature. That means that IPv6-based NG&F terminal or equipment has a capability to
handle multiple heterogeneous access interface®rantlltiple IPv6 addresses through single or
multiple access interfaces. IPv6 based NGN defirnéonly relationship between End-user functions
and applications, but also the relationship betwagplication stratum and transport stratum. More
concrete requirements and functionallties for IBa€ed NGN could be defined in line with the NGN
Release 2.

6.2.1.3.1 IPv4/IPv6 transition in NGN

In NGN all services are carried over IP, and theest NGN assumes no specific version of
IP. It means that IPv4 and IPv6 could co-existhi@ NGN while IPv4 is being replaced with
IPv6. Therefore the interim solution for coexisterd IPv4 and IPv6 is required. Considering
IPv6 transition mechanisms into NGN, there couldvlBgous migration scenarios satisfying
application’s requirements and/or service provideguirements.

The NGN functions are divided into service strafiuimctions and transport stratum functions
as described in Recommendation Y.2011 of ITU-T. Trasport stratum provides IP

connectivity to the NGN service stratum and userdeu the control of transport control

functions. This means that IP takes the key rolgasfsport function of the NGN. In NGN, all

services are carried over IP although IP itself nmayturn be carried over a number of
underlying technologies like ATM, Ethernet and sa @he IETF introduced several IPv6
transition mechanisms as recommendations for nagrdad IPv6. These mechanisms could
also be recommended for the NGN which uses IP nmk&ta® transport function, however, the
current NGN has not considered migration to IPvéugh.

[©]

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008




124

The Question 9 of ITU-T SG13 are dealing with sal/éPv6 based requirements to an NGN
and the draft recommendation named Y.ipv6-trarsibeing covered the IPv6 transition
mechanisms such as dual stack, configured tungehind NAT-PT.

6.2.1.3.1.1 Dual Stack

Application protocols
= IPv6
Apps Apps
IPv4IPv IPv4IPvE IPv4IPV6 IPV4|PV6|PV6|P‘v‘ IPV6IPv4 IPV6 IPv4 IPv6IPv4
| EN-FE | ABG-RH IBG-FE IBG-FE ABG-FE | EN-FE i
| i

NGN terminal

Nodes connected with this are adjacent at the application layer
Nodes connected with this are L3 adjacent (IPv4)

Nodes connected with this are L3 adjacent (IPv6)

----- Nodes connected with this are L2 adjacent

@ Routed IP network

Figure 6.2.6 An example communication scenario witfull dual stack

Dual stack approach is the most straightforward feayhe IPv6 transition. Dual stack nodes
have the ability to send and receive both IPv4 #d6 packets. They can directly
interoperate with IPv4 nodes using IPv4 packetsl also directly interoperate with IPv6
nodes using IPv6 packets. Figure 6.2.6 shows daak gransition scenario from the NGN
point of view.

,_
| @
Q

| @
3

| &

6.2.1.3.1.2 Configured tunnel

In initial stage of IPv6 transition, most of thedas are IPv4 only. Thus a small set of routers
in core transport network have IPv6 capabilitieke Tuse of configured tunnel is adequate
during this step. IPv6 applications runs on botd andes communicate on IPv6 stack and
IPv6 packets are delivered over IPv4 stack of ¢t@mesport network. From this point of view,
the L3 adjacency of EN-FE (Edge Node-Functionaltinttunnel end-point, is other EN-FE.
In this scenario, the EN-FE aggregates traffic @@ NGN terminals and it is dual stack
node. Some of NGN terminals attached to the EN-Rihtwo take IPv6 service. The
configured tunnel is the adequate way to provide IBervice to them because most of core
transport functional entities are IPv4 only. Thetiunnel end points are EN-FEs in this case.
The EN-FE aggregates tunnel end points from seW&d terminals which want to use IPv6
service. Figure 6.2.7 shows an example communitatenario with configured tunnel.
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Application protocols
N App
IPV6 IPV6
IPv6 IPVv6 IPv6 IPv6
NGN telrminal : 1Pv4 IPv4 : NGN t:erminal
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Nodes connected with this are adjacent at the application layer
Nodes connected with this are L3 adjacent (IPv4)

Nodes connected with this are L3 adjacent (IPv6)

""" Nodes connected with this are L2 adjacent

@ Routed IP network

Figure 1.2.7 An example communication scenario withonfigured tunnel

6.2.1.3.1.3 NAT-PT

The NAT-PT mechanism is usually for edge IPv6 idlaabnets. The IPv6 NGN terminals
behind the NAT-PT can communicate with other IPvGNNterminals or other IPv4 NGN
terminals through it.

The NAT-PT translates IPv6 header into IPv4 heawtevice versa. The ALG translates
application protocol header if it contains any &dr information. All packets which pass
through NAT-PT will be reconstructed if each endl@oof the connection has different
version of IP stack. This results in the declingpefformance. So the NAT-PT mechanism

usually doesn’t be used in core network. Figure8&shows an example of communication
scenario with NGN-PT.

Application protocoE

Appfp-———>"""""T" """ T T T T T T T T T T T T ] App

ipve """ |ipve 1Pv6 IPv4 [ P4l IPva _ IPv4 IPv4 ipval—™ {ipva

NGN terminal  EN-FE ABG-FE IBG-FE Transit IBG-FE ABb-FE ENFE  NGN terminal
————————— l mmmme et | Network R L S ——

Nodes connected with this are adjacent at the application layer
Nodes connected with this are L3 adjacent (IPv4)

Nodes connected with this are L3 adjacent (IPv6)

""" Nodes connected with this are L2 adjacent

@ Routed IP network

Figure 6.2.8 An example deployment scenario with NAPT
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6.2.1.4 MPLS (Multiprotocol Label Switching)

MPLS is an end-to-end forwarding paradigm; it ealiy establishes a tunnel across the
network. When a Datagram arrives at the ingrese dédgice; it is tagged with a “label”. The
label represents the path or Route the datagrahtaké to reach its destination. At each node
in the path, only the label is used by Devices takenforwarding decisions about the
datagram. In contrast, unlabeled datagrams regaice Node to extract and interpret several
fields in the datagram’s encapsulation to make &wdwg decisions, some requiring several
look-ups and computations to be performed.

MPLS networks use labels to forward packets . Hgeess MPLS node assigns a packet to a
particular Forwarding Equivalence Class(FEC). TE#CRo which the packet is assigned is
encoded as a short fixed-length value known asbal.ld@he packets are labeled they are
forwarded. At subsequent hops, there is no furtralysis of the packets network layer
header . The label is used as an index in to & tadiich specifies the next hop, and a new
lable. The old label is replaced with the new labahd the packet is forwarded to it's next
hop.

In MPLS networks, labels drive all forwarding. Thims a number of advantages over
conventional network layer forwarding:

- MPLS forwarding can be performed by switchesich can do label lookup and
replacement but can't analyze the network layedérsa ATM switches perform a
similar function by switching cells based on VPI/M@&lues found in the ATM header.
If the VPI/VCI values are replaced with label vauATM switches can forward cells
based on label values. The ATM switches would rteelde controlled by an IP based
MPLS control element such as Label Switch Contr@il®C). This forms the basis of
integrating IP with ATM using MPLS.

- A packet is assigned to a FEC when it entlee network. The ingress router may use
any information it has about the packet, such gsess port or interface,even if that
information cannot be obtained from the networletalyeader. A packet that enters the
network at a particular router can be labeled dkfidly than the same packet entering
the network at a different router. As a resultwlarding decisions that depend on the
ingress router can be made easily. This cannotobe @vith conventional forwarding,
because the identity of a packet's ingress routes ahot travel with the packet. For
example, packets arriving on different interfacewreected to CPE routers might be
assigned to different FECs. The attached labelsldvoepresent the corresponding
FECs. This functionality forms the basis for thelding of MPLS Virtual Private
Networks.

- Traffic-engineered networks force packetsfalow a particular path, such as an
underutilized path. This path is explicitly seletighen or before the packet enters the
network, rather than being selected by normal dyoaouting algorithm as route, so
the identity of the explicit route need not be with the packet. This functionality
forms the basis of MPLS traffic engineering.

- A packet's "class of service" may be detagdiby the ingress MPLS node. An ingress
MPLS node may then apply different discard thredfiar scheduling disciplines to
police different packets. Subsequent hops may eaftire service policy using a set of
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per-hop behaviors(PHBs).MPLS allow(but does notireq the precedence or class of
service to be fully or partially inferred from tlebel.in this case, the label represents
the combination of a precedence or class of serVibes functionality forms the basis
of MPLS Quality of service (Qo0S).

6.2.1.4.1 MPLS Node Architecture

MPLS nodes have two architectural planes:

1-the MPLS forwarding plane

2-the MPLS control plane.

MPLS nodes can perform Layer 3 routing or Layerwgtching in addition to switching
labeled packets. Figure 6.2.9 shows the basictaathre of an MPLS node.

Fouting inforrmation exchange

label binding information

Forwarding Plane exchange

incoming IP packets outgoing IP packets

outgoing lab eled
incoming labeled packets packets

Fiaure 6.29 MPLS Node Architecture with Forward anontrol

6.2.1.4.1.1 Forwarding plane

The MPLS forwarding plane is responsible for forslag packets based on values contained
labels. This forwarding plane uses a label forwagdnformation base (LFIB) maintained by
the MPLS node to forward labeled packets. The dlyor used by the lable switching
forwarding component uses information containedhi@ LFIB as well as the information
contained in the label value. Each MPLS node mastéwo tables relevant to MPLS
forwarding

- the label information base(LIB)

- the label forwarding information base(LFIB)

The LIB contains all the labels assigned by thallddPLS node and the mapping of these
labels to labels receiving from its MPLS neighboFbe LFIB uses a subset of the labels
contained in the LIB for actual packet forwarding.

1) MPLS Label
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The label is a condensed view of the header oPgmacket, although contained within it is all
of the information needed to forward the packetrfreource to destination. Unlike the IP
header, it does not contain an IP address, buéramumerical value agreed upon by two
MPLS nodes to signify a connection along an LSPe Tdbel is a short, fixed-length,
physically contiguous identifier that is used tentify a FEC, usually of local significance.

A packet assigned to a given FEC is usually baseiisadestination address, either partially
or completely. The label, which is put on a patacypacket, represents the FEC to which that
packet is assigned. Within some transport meditinese are existing labels that can be used
by MPLS nodes when making forwarding decisions, hsuas ATM’'s virtual path
identifier/virtual circuit identifier (VPI/VCI) fiedd and frame relay’s data link connection
identifier (DLCI). Other technologies, such as Etle® and point-to-point links, must use
what is called a shim label, shown in Figure 6.2TI shim label is a 32-bit, locally
significant identifier used to identify a FEC.

IMPLE label format

label COg 8 TTL.

20 3 1 s

AT cell header

GFC WP T PTT CLP HEC Diata
label
Shim header
Lawer 2 header | label Laver 3 header Lawer 4 header data

Fig. 6.2.10 Format of Shim Label

- Label: MPLS label
- COS: Class of service
- S: Bottom of stack

- TTL: Time to Live

The MPLS lable contains the following fields:

Lable Field (20 bits) carries the actual valuehaf MPLS lable.

CoS Field (3 bits) affects the queing and discégdréghms applied to the
packet as it is transmitted through the network.

Stack Field (1 bit) supports a hieraachical laletls
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| TTL (Time-to-Live) Field (8 bits) provides conventional IP TTL functionality.

2) Label Stack

The label stack mechanism allows for hierarchigedration in the MPLS domain. It basically
allows MPLS to be used simultaneously for routinghee fine-grain Each level in a label
stack pertains to some hierarchical level. Thiglifates a tunneling mode of operation in
MPLS.unicast IP routing does not use stacked ldnedMPLS VPNs and traffic engineering
utilize stacked lables for their operation.

3) Time to Live(TTL)

The TTL field is similar to the time-to live cardein the IP header.the MPLS node only
processes the TTL field in the top entry of thddatiack.the IP TTL field contains the value
of the IPv4 TTL field or the value of the IPv6 Homnit field whichever is applicable.

4) Label Forwarding Information Base(LFIB)

The label forwarding base(LFIB) maintained by anl¥Pnode consist of a sequence of
entries. As illustrated in figure 6.2.11 each ertonsists of an incoming label and one or
more subentries. The LFIB is indexed by the valoet@ined in the incoming label. Each
subentry consisits of an outgoing interface andt reop address. Subentries within an
individual entry may have the same or differentgoutg labels. Multicast forwarding
requires subentries with multiple outgoing labelsgye an incoming packet arriving at one
interface needs to sent out on multiple outgoirtgrfaces. In addition to the outgoing label,
outgoing interface and next hop information an \emtr the forwarding table may include
information related to resources the packet maysush as an outgoing queue that the packet
should be placed on. An MPLS node can maintainngleiforwarding label per each its
interfaces, or a combination of both. In the casmultiple forwarding table instances packet
forwarding is handled by the value of incoming ladewell as the ingress interface on which
the packet arrives.

COutgoing label Outgoing label
Incoming label Outgoing interface| Outgoing interface
M™esxt hop address WWext hop address

Dutgoing label Outgoing label

Incoming label | Qutgoing interface | Outgoing interface
MNext hop address MNext hop address

. Ougoing label Outgoing label
Incoming label Outzgoing interface Outgoing interface
MNext hop address MWext hop address

Figure 6.2.11 Label Forwarding Information Base.

5) Labels and Label Bindings
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A label, in its simplest form, identifies the patlpacket should traverse. A label is carried or
encapsulated in a Layer-2 header along with thé&giad he receiving router examines the
packet for its label content to determine the m@y. Once a packet has been labeled, the rest
of the journey of the packet through the backbanéased on label switching. The label
values are of local significance only, meaning that pertain only to hops between LSRs.
Once a packet has been classified as a new omgxiSEC, a label is assigned to the packet.
The label values are derived from the underlying diak layer. For data link layers (such as
frame relay or ATM), Layer-2 identifiers, such astallink connection identifiers (DLCIS) in
the case of frame-relay networks or virtual patbnitfiers (VPIs)/virtual channel identifiers
(VCIs) in case of ATM networks, can be used disechk labels. The packets are then
forwarded based on their label value.

Labels are bound to an FEC as a result of some& eveolicy that indicates a need for such
binding. These events can be either data-driveditgs or control-driven bindings. The latter
is preferable because of its advanced scaling ptiepehat can be used in MPLS

6.2.1.4.1.2 Control Plane

The MPLS control plane is responsible for poputatime LFIB. All MPLS nodes must run an
IP routing protocol to exchange IP routing inforraatwith all other MPLS nodes in the
network. MPLS enabled ATM nodes would use an ezletrabel Switch Controler(LSC)
such as 7200 or 7500 rouer or use a built-in RoBtecesssor Module (RPM) in order to
participate in the routing process. The lable ergled with adjacent MPLS nodes are used to
build the LFIB. MPLS use aforwarding paradigm based label swapping that can be
combined with a range of different control modulEach control madule is responsible for
assigning and distributing a set of labels, as wasglfor maintainning other relevant control
information. IGPs are used to define reachabiliiywding and mapping between FEC and
next-hop addresses.

MPLS control modules include followings:

1) Unicast routing module

The unicast routing module builds the FEC tablengisconventional Interior Gateway
Protocol (IGPs) such as OSPF, IS-IS, and so on.IPheuting table is used to exchange
lable bindings with adjacent MPLS nodes for subrmetstained in the IP routing table.the
lable binding exchange is performed using LDP.

2) Multicast routing module

The multicast routing moudule builds the FEC taldang a multicast routing protocol such as
protocol Independent Multicast(PIM). The multicastiting table is used to exchange label
binding with adjacent MPLS nodes subnets containede multicast routing table. The label
binding exchange is perfomed using the PIMv2 pdtagih MPLS extensions.

3) Traffic engineering module

The traffic-engineering module lets explicitly spged label-switched paths be set up through
a network for traffic engineering purposes. It us#3LS tunnel definitions and extensions to
IS-IS or the OSPF routing protocol to build the FE®le. The label-binding exchange is
performed using the Resource Reservation Protde@VP)or Constraint-based Routing
LDP(CR-LDP), which is a set of extensions to LDRttenables constraint-based routing in
an MPLS network.
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4) Virtual Private Network (VPN)module

The VPN module uses per VPN routing table for tB€Fables, which are built using routing
protocols run between the CPE routers and servioeider edge MPLS nodes. The label
binding exchange for the VPN-specific routing tahke performed using extended
multiprotocol BGP inside the service provider netivo

5) Quality of service(QoS)module

The QoS module builds the FEC table using conveatitnterior Gateway Protocols(IGPs)
such as OSPF, IS-IS, etc. The IP routing tablesisduto exchange label bindings with
adjacent MPLS nodes for subnets contained with@n IEh routing table. The lable binding
exchange is performed using extension to LDP.

6.2.1.4.2. MPLS Components

In MPLS, data transmission occurs on label-switchaths (LSPs). LSPs are a sequence of
labels at each and every node along the path frmrsburce to the destination. LSPs are
established either prior to data transmission ¢obwlriven) or upon detection of a certain
flow of data (data-driven). The labels, which arelerlying protocol-specific identifiers, are
distributed using label distribution protocol (LDBy RSVP or piggybacked on routing
protocols like border gateway protocol (BGP) andPBSEach data packet encapsulates and
carries the labels during their journey from sout@elestination. High-speed switching of
data is possible because the fixed-length labelsnserted at the very beginning of the packet
or cell and can be used by hardware to switch gaakéckly between links.

6.2.1.4.2.1 LSRs and LERs

The devices that participate in the MPLS protoceichanisms can be classified into label
edge routers (LERs) and label switching routersRES An LSR is a high-speed router
device in the core of an MPLS network that paratgs in the establishment of LSPs using
the appropriate label signaling protocol and highesl switching of the data traffic based on
the established paths.

An LER is a device that operates at the edge oatlsess network and MPLS network. LERs
support multiple ports connected to dissimilar re&s (such as frame relay, ATM, and
Ethernet) and forwards this traffic on to the MPh&work after establishing LSPs, using the
label signaling protocol at the ingress and distiity the traffic back to the access networks
at the egress. The LER plays a very importantirotee assignment and removal of labels, as
traffic enters or exits an MPLS network.

6.2.1.4.2.2 FEC(Forward Equivalence Class)

The forward equivalence class (FEC) is a reprefientaf a group of packets that share the
same requirements for their transport. All packatsuch a group are provided the same
treatment en route to the destination. As opposednventional IP forwarding, in MPLS, the
assignment of a particular packet to a particuB€C ks done just once, as the packet enters
the network. FECs are based on service requirenfi@ngs given set of packets or simply for
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an address prefix. Each LSR builds a table to §p&ow a packet must be forwarded. This
table, called a label information base (LIB), ismgwised of FEC—to-label bindings.

6.2.1.4.2.3 Label Creation

There are several methods used in label creation:

Topology-based Method uses normal processing dingprotocols (such as OSPF and

BGP),

Request-based Method uses processing of requesd-bastrol traffic (such as RSVP),
and

Traffic-based Method uses the reception of a patcketgger the assignment and

distribution of a label The topology- and requeasdd methods
are examples of control-driven label bindings, wliie traffic-
based method is an example of data-driven bindings.

6.2.1.4.2.4 Label Distribution

MPLS architecture does not mandate a single metiosignaling for label distribution.
Existing routing protocols, such as the borderwgateprotocol (BGP), have been enhanced to
piggyback the label information within the contentghe protocol. The RSVP has also been
extended to support piggybacked exchange of lafigis. Internet Engineering Task Force
(IETF) has also defined a new protocol known aslébel distribution protocol (LDP) for
explicit signaling and management of the label sp&uxtensions to the base LDP protocol
have also been defined to support explicit roubaged on QoS and CoS requirements. These
extensions are captured in the constraint-basdthg(CR)-LDP protocol definition.

A summary of the various schemes for label exchangs follows:

LDP maps unicast IP destinations into labels,

RSVP and CR-LDP used for traffic engineering arsdbuece reservation

Protocol-Independent Multicast used for multicast states label mapping, and
(PIM)

BGP external labels (VPN).

6.2.1.4.2.5 Label-Switched Paths (LSPs)

The LSP setup for an FEC is unidirectional in natdrhe return traffic must take another
LSP.

A collection of MPLS | enabled devices representM&bS domain. Within an MPLS
domain, a path is set up for a given packet tcefrbased on an
FEC. The LSP is set up prior to data transmis$WiALS provides
the following two options to set up an LSP.

Hop-by-Hop Routing | Each LSR independently seldustext hop for a given FEC. Thi
methodology is similar to that currently used im&works. The
LSR uses any available routing protocols, such@BK) ATM
private network-to-network interface (PNNI), etc.

\"2J

Explicit Routing Explicit routing is similar to sece routing. The ingress LSR (i.e.,
the LSR where the data flow to the network firsirts) specifies the
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list of nodes through which the ER-LSP traversé® path
specified could be nonoptimal, as well. Along tlaghp the
resources may be reserved to ensure QoS to théraffita This
eases traffic engineering throughout the netwankl, @differentiated
services can be provided using flows based onipslmr network
management methods.

6.2.1.4.2.6 Label Spaces

The labels used by an LSR for FEC—label bindingscategorized as follows:

Per Platform | The label values are unique acroswtize LSR. The labels are allocated
from a common pool. No two labels distributed offiedent interfaces have
the same value.

Per Interface| The label ranges are associatednté@ifaces. Multiple label pools are
defined for interfaces, and the labels providedhmse interfaces are
allocated from the separate pools. The label valwegded on different
interfaces could be the same.

6.2.1.4.2.7 Label Merging

The incoming streams of traffic from different irfeces can be merged together and switched
using a common label if they are traversing thevogt toward the same final destination.
This is known as stream merging or aggregatiorooid.

If the underlying transport network is an ATM netwoLSRs could employ virtual path (VP)
or virtual channel (VC) merging. In this scenareell interleaving problems, which arise
when multiple streams of traffic are merged in ATéVl network, need to be avoided.

6.2.1.4.2.8 Label Retention

MPLS defines the treatment for label bindings reegifrom LSRs that are not the next hop
for a given FEC. Two modes are defined.

Conservative Mode | In this mode, the bindings betwaetabel and an FEC received from
LSRs that are not the next hop for a given FEGlaearded. This
mode requires an LSR to maintain fewer labels. ke
recommended mode for ATM—LSRS.

Liberal Mode In this mode, the bindings betweealsel and an FEC received fror
LSRs that are not the next hop for a given FEGetaned. This
mode allows for quicker adaptation to topology demand allows
for the switching of traffic to other LSPs in cadfechanges.

>

6.2.1.4.2.9 Label Control

MPLS defines modes for distribution of labels tighboring LSRs.

Independent Mode In this mode, an LSR recognizestacular FEC and makes the
decision to bind a label to the FEC independeiatigistribute the
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binding to its peers. The new FECs are recogniZeehever new
routes become visible to the router.

Ordered Mode In this mode, an LSR binds a labalparticular FEC if and only if it
is the egress router or it has received a labelibgnfor the FEC from
its next hop LSR. This mode is recommended for ALBIRS.

6.2.1.4.2.10 Signaling Mechanisms

Label Request | Using this mechanism, an LSR reqadstsel from its downstream
neighbor so that it can bind to a specific FEC sThechanism can be
employed down the chain of LSRs up until the egté<R (i.e., the point
at which the packet exits the MPLS domain).

Label Mapping | In response to a label request, andowam LSR will send a label to the
upstream initiator using the label mapping mechmanis

6.2.1.4.2.11 Label Distribution Protocol (LDP)

The LDP is a new protocol for the distribution abél binding information to LSRs in an
MPLS network. It is used to map FECs to labels,clwhin turn, create LSPs. LDP sessions
are established between LDP peers in the MPLS mkt(mot necessarily adjacent). The peers
exchange the following types of LDP messages:

Discovery Messages announce and maintain the preséran LSR in a network

Session Messages establish, maintain, and ternseagtons between LDP peers

Advertisement Message<xreate, change, and delete label mappings for FECs

Notification Messages provide advisory informatard signal error information, and

Traffic Engineering.

Traffic engineering is a process that enhancesatlveetwork utilization by attempting to
create a uniform or differentiated distributiontffic throughout the network. An important
result of this process is the avoidance of congestn any one path. It is important to note
that traffic engineering does not necessarily $elex shortest path between two devices. It is
possible that, for two packet data flows, the p&ckeay traverse completely different paths
even though their originating node and the finatuation node are the same. This way, the
less-exposed or less-used network segments caisdaeand differentiated services can be
provided.

In MPLS, traffic engineering is inherently providading explicitly routed paths. The LSPs
are created independently, specifying differenhpdhat are based on user-defined policies.
However, this may require extensive operator ir@etion. RSVP and CR-LDP are two
possible approaches to supply dynamic traffic ezgyiimg and QoS in MPLS.

6.2.1.4.2.12 CR(Constraint-based routing)
Constraint-based routing (CR) takes into accoumarpaters, such as link characteristics

(bandwidth, delay, etc.), hop count, and QoS. TB®4 that are established could be CR-
LSPs, where the constraints could be explicit rmp®oS requirements. Explicit hops dictate
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which path is to be taken. QoS requirements diatdtieh links and queuing or scheduling
mechanisms are to be employed for the flow.

When using CR, it is entirely possible that a lan@e terms of cost) but less loaded path is
selected. However, while CR increases network zatilon, it adds more complexity to

routing calculations, as the path selected mustfgahe QoS requirements of the LSP. CR
can be used in conjunction with MPLS to set up LSR® IETF has defined a CR-LDP

component to facilitate constraint-based routes.

6.2.1.4.3 MPLS Resource and Admission Control fram¢RACF) for Quality of
Service (QoS)

The architecture and framwork of the next genenatietworks (NGN) overally define the
resource management in a general viewpoint. Acogrtti the first release of Resource and
Admission Control Functions (RACF) for NGN, thewasce control mainly focuses on the
admission control in transport independent asdatrefore, the resource control in transport
dependent aspect still needs to be defined. MPkBrisidered as one of important transport
technology in the core network

6.2.1.4.3.1 Traffic Engineering (TE) for MPLS RACF

The role of the access network aggregates thetiddfia to the core network in the MPLS
based core network architecture. In the MPLS aechire, the edge nodes of the core
network are connected by pre-provisioned LSPs ofuhiBels. Moreover, at the edge of each
regional network, the traffic of multiple flows aggregated into these pre-provisioned LSPs
or TE tunnels.

The admission decision by RACF is made based oavagable bandwidth in the pre-
provisioned LSPs or tunnels in the core. In the MRicchitecture, RACF determines the
mapping of the individual flow to the pre-provisahLSP in the core. The flow level QoS
can be monitored in the aggregated LSP level, a@Rmonitors the network resource in
LSP and TE tunnels.

The MPLS based traffic engineering (TE) providegdseaeliability than that of traditional IP
networks, and futher, the MPLS OAM functions pr@vitecessary performance monitoring
features. Therefore, the operational status oMR&S network can be obtained from these
OAM based performance monitoring features.

6.2.1.4.3.2 Differentiated Service (DiffServ) foPS QoS

QoS in the core network is enhanced by the traffigineering capabilities of MPLS based
TE (MPLS/TE). Specifically, MPLS/TE networks withS9TE capabilities have the potential
for delivery of true Quality of Service (QoS). TBéfServ (DS) provides a treatment of QoS
to traffic aggregates. It is scalable, but doesrequire any kind of per-flow signaling.
Therefore, it cannot guarantee QoS and it doegflaence the path of a packet. MPLS can
force packets into specific paths and, in combametiwith constraint-based routing, can
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guarantee bandwidth for Forwarding Equivalency €#ag§FEC). However, MPLS by itself
cannot specify class-based differentiated treatroepacket flows.

Combining DiffServ and MPLS-based TE can lead te QoS in IP packet backbones. To
achieve this functionality, networks have to besbaty engineered with traffic engineering
applied on a per-class basis — DiffServ-Aware MHAL&fic Engineering (DS-TE). The goal
of DS-TE is to guarantee bandwidth separately fibical traffic types (e.g., emergency
telecommunications) such that the QoS requiremamtypliance for that traffic type is
improved and optimized. It is assumed that the nitgjof traffic is of the “Best Effort”
traffic class. Under congestion or failure condigothis traffic class will have reduced
bandwidth available in order to ensure that moitecat traffic classes have the required
bandwidth to meet their priority and QoS requiretaen

An aggregated grouping of Traffic Trunks basedhlendiass of service requirements such
that they share the same bandwidth reservatioallesdcClass Type (CT). Up to eight Class
Types are allowed. Each CT has two attributes:

Bandwidth Constraint (BC) A limit on the percentage of a link’s bandwidthtthgparticular
CT may request. Three Bandwidth Constraint modai® h
been developed: Maximum Allocation Model (MAM),
Maximum Allocation with Reservation Model (MAR), @n
Russian Dolls Model (RDM). Note that each MPLS regtwv
domain can be provisioned to support only one e$¢BC
models. All tunnels in a domain have to be govelnethe
rules of one model only.

Preemption Priority (p) The relative importanceaajiven CT compared to others. This
priority enables the DS-TE bandwidth constraint eledo
release shared bandwidth occupied by a lower pyi@T

when higher priority CT traffic arrives during catidns of

congestion or failure.

Additional attributes associated with incoming floare as follows:

DiffServ Code Point (DSCP)| The desired QoS of @oming flow can be characterized
by delay, packet loss, and jitter requirements séhe
requirements can be summarized by assigning apptepr
DSCP values to the media stream. For examplegsinin
delay, loss, and jitter requirements are charasttesi of
Voice over IP (VolIP) services. These services ban be
assigned by the Expedited Forwarding (EF) DSCHias t
code point refers to stringent QoS requirements.

Restoration/Re-route Priority  This is the prionitith which an LSP/tunnel can be restorged
or specifically, the MPLS Fast Re-route priority.

From the perspective of admission control, an inogrservice or application seeking entry
into the MPLS network needs to be “mapped” into Teetunnel of the appropriate Class
Type. Such a mapping can be done by linking theise=CAC with the priority attribute of
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the appropriate Class Type that supports the @de&IS requirements of the incoming
service.

Admission control policy enforcement for unicastlsBme applications (e.g., Voice over IP
calls, video services) may be accomplished for MHFEShetworks based on functionality.
The underlying premise is the setup of TE Tunnetsvben pairs of Edge Routers with
sufficient bandwidth such that a significant numbfkcalls/sessions for various applications
can traverse these tunnels without additional msiog of signaling messages on the
intermediate routers along the path of the tunnel.

6.2.1.4.3.3 End-to-End Flow Control with RACF foPM5 QoS

A network that is DiffServ-enabled and is RSVP-avaffers several mechanisms to support
topologically aware admission control that can beffpw control or on aggregated flows.
The advantage of aggregated RSVP reservationatis thffers dynamic admission control
without the per-flow reservations and associateffiRSignaling in the DiffServ core. With
DiffServ-aware MPLS Traffic Engineering (DS-TE) heils, different types of
services/applications can be directed into desaghfatnnels identified by a unique Class
Type. Further, appropriate bandwidth allocationatmaints can be enforced for these
different Class Type tunnels such that servicelagfbn QoS requirements are satisfactorily
met.

As shown in Figure 6.2.12, the benefits of aggregagnd-to-end RSVP reservations over TE
Tunnels are as follows:

RSVP signalling messages for bandwidth reservagoasgnored by intermediate routers
along the tunnel path. RSVP message processingtief minimized by initiating them for
aggregated reservations as opposed to per-catl/etgms.

Core scalability is unaffected because the corddasnply maintain aggregated TE tunnels.
Aggregate reservations can be network engineerdd@anstraint Based Routing taking
advantage of alternate paths when needed.

Aggregated reservations over TE Tunnels can begied against failure via MPLS Fast
Reroute.
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Figure 6.2.12: End-to-End Flow Control Procedure wth RACF in MPLS Core Network.

6.2.1.4.3.4 RACF Architectures in MPLS Networks

The resource and admission control function (RAGHYIPLS network can be centralized in
the centralized control platform or distributed argahe transport edge routers.

1) Centralized RACF Architecture

In the centralized RACF architecture as shown gufé 6.2.13, the transport resource control
functional entity (TRC-FE) is located in the cehied platform and monitors the resource
status of the network and triggers the controlhef bandwidth of the aggregate traffic. TRC-
FE interacts with LERs and collects the networlovese and status information. LER has the
performance monitoring and connectivity verificaticapability.

—{ Service Control Functions ‘

Access

3

Access Network = Core Network

Figure 6.2.13: Centralized RACF Architecture in MPLS Networks.
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2) Distributed RACF Architecture

The resource and admission control function (RAGFMPLS network can be distributed
among the transport edge routers. In the distrblRACF architecture, most of resource
monitoring tasks of TRC-FE can be distributed te #uge routers. Figure 6.2.14 shows a
possible implementation example of the distribwezhitecture.

Service
Control Functions
Service Stratum

Transport Stratum

Network
Attachment
Control
Function

Other
NGNs

End-user
Equipment

~

+—"Rc" IP &
MPLS routing
Protocols

Figure 6.2.14: Distributed TRC-FE Architecture in MPLS Networks.

This architecture utilizes RSVP-TE based aggregaesgrvations for bandwidth in pre-
established TE tunnels between Edge nodes thatameected to Gateways. Reservation
requests for bandwidth are made by the Gatewaysedan pre-determined policy rules.
Bandwidth and QoS requirements for incoming flowes submitted to the Gateways’ by the
PD-FE. If bandwidth is available in the appropriati@nels, the Gateway/SBC admits the
media flow. If not, then the Gateway submits aggted reservation for additional bandwidth
prior to admitting the flow. In this context, theat8way in conjunction with the Edge Node
acts as the PE-FE. To summarize this process:
- DS-TE Tunnel establishment is subjected to avditgbaf resources over the MPLS
network.
- Aggregated RSVP reservations are subjected toadittiy of bandwidth in the DS-TE
tunnels.
- Individual calls/sessions are subject to CAC polayorcement by the Gateway in
conjunction with RSVP aggregation at the Edge Nodes

6.2.1.4.3.5 Functions and Requirements with MPLSRAor QoS

1) Resizing Established LSP

Dynamic resizing of bandwidth in an LSP and turmaly be done via aggregated RSVP
reservations. Based on resource status of MPLSanktov rejection ratio of the admission
request, TRC-FE may request the LSP resource atguasto the MPLS transport. TRC-FE
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interacts with the MPLS transport to request badtlwadjustment when the resource status
of the network significantly changes. Based on mgangent policy, LSP may be created for
distributing the traffic into two LSPs or the baridth of existing LSPs can be increased.

2) Mapping Flow to the LSP
At the edge of the LSP network, the flow shouldvimgped into the aggregated LSP. For
better controllability, flow-to-LSP mapping can tentrolled.

Mapping flow to LSP can be done in the ingress LERe FTN (Forwarding Equivalence
Class To Next Hop Label Forwarding Entry (FEC-To{NHE)) table defines the mapping
rule from the data flow to the LSP. The mapping tislcombination of 5-tuple (in IPv4 case
source address, destination address, source pstindtion port, and protocol) and DSCP
code. The FTN table can be setup by the manageseerdr or by TRC-FE using the L2
control capability.

TRC-FE maintains LSP/TE tunnel information, and whesource request of a session comes
from PD-FE, TRC-FE selects the right LSP/TE turthat can best provide the desired

priority and QoS, instruct TRE-FE updating FTN &abhd maps the flow into that LSP/TE
tunnel, and response PD-FE with success. Mappiffigwfto LSP is enforced by TRE-FE at
the head end of the LSP, which is also the ingt&$s, based on FTN table which is created
and maintained in TRE-FE under the instruction RCFFE.

3) Interacting with MPLS OAM

Resource control in the MPLS network should be ddpat on the resource status of the
network. The resource status can be obtained framagement system or embedded OAM
capability of the transport equipment.

The MPLS OAM function provide the connectivity eration and performance information.
TRC-FE should receive the periodic report aboutpirdormance monitoring information
and/or event report when the network defect is wecuor cleared. This report can be
received directly from the MPLS transport or indifg through the management system.

4) Admission Control Methodology

The number of the admission requests in the cdxeank is high. Admission control
mechanism in the core network should be scalatdeally the congestion rarely happens in
the core network. CAC method in the core netwokusth be simplified to process the high
number of resource request. The resource checlktvgelen PD-FE and TRC-FE should be
simple.

5) Required Function in TRC-FE to Support MPLS QoS

The functions such as monitoring the resource ,statgrolling the bandwidth, interaction
with management system and OAM, and necessaryifunielated with the recovery
procedure are described as following:

Interacting with various network | TRC-FE interacts with network management system,
monitoring function OAM function in the transport, or transport equiprne
MIB agent to collect the resource and network statu
information of the MPLS network.

Initiate the LSP setup TRC-FE can trigger LSP setup
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Resizing bandwidth of existing | TRC-FE can trigger the resizing of bandwidth of
LSP existing LSP/TE tunnels.

Controlling mapping flow to LSPs TRC-FE controlg thetup of FTN (Forwarding
Equivalence Class to Next Hop Label Forwarding §ntr
(FEC-To-NHLFE)) table and controls mapping flow to
LSP.

Determining the preemption and reroute prioritytfoe resource request and the established
LSP.

Performing CAC and indicating the mapping of theegted service flow to appropriate CT
or LSP.

Generating appropriate action triggers (e.g., ees&P/tunnel).

6) Required Function in TRE-FE to Support MPLS QoS

The functions such as classification, mapping itaflass and QoS control profile, FTN
updating scheme, and interworking with QoS signglire described as following.

Setting up of LSPs TRE-FE locates at each LSR dload.SP. They run transport
QoS signals and inter-work with each other to séhep SP
under the instruction of TEF.

Mapping of flow to LSP| TRE-FE at the head end ef ISP will maintain the FTN table
under the control of TRC-FE and maps flow to LSBeban FTN
table.

Reporting the resource and network status infolonatf the MPLS core network.

Enforcing the transport resource policy rules undied by the TRC-FE, such as mapping a
service flow to an appropriate LSP, FTN updatingesce.

7) Requirement for Rc and Rn Refernce Points

« Rc Reference Point

Rc reference point to collect the network topolagy resource information from the MPLS
transport. Note that Rc is not needed for the vdwmre the TRC-FE is distributed at the Edge
Router. Rc collects the resource status and togaddd. SP. The Rc shall interface to either
LER/LSR or management system. Rc shall collecb#mc performance parameters per LSP
— i.e., number of sent packet, number of byte serd,umber of dropped packet - for a MPLS
tunnel. When MPLS network supports OAM function, iRay collect more information on
quality of LSP such as connectivity and delay panance of LSP.

« Rn Reference Point

Rn reference point is to control for the transmement (i.e., LER and LSR) for LSP. Rn is
used for following functions:

Controlling Mapping of Flow to LSR TRC-FE controke setup of FTN table in TRE-FE|
at the head end of the LSP through Rn reference
point. TRC-FE tells which flow should be mapped
into the LSP, and TRE-FE maintains his FTN tabl¢

A\1”4
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accordingly.

Aggregate Resource Control for LSP  In the transttenof the traffic aggregation, the
traffic resource is defined by the traffic paramete
TRC-FE shall control the aggregate resource. The
resource parameter for LSP includes the maximum
rate, mean rate, max burst, mean burst, resource
weight, and excess burst size.

6.2.1.4.3.6 RACF Procedure in MPLS Network

LSPs and tunnels are setup with normal NMS and OAgucesses between pairs of edge
routers according to pre-determined network traffatterns. Bandwidth reservation in the
LSPs and tunnels may be done in two modes:

Dynamic Bandwidth Reservation The bandwidth inttivenels is reserved in aggregated
fashion to support multiple sessions in the LSP and
tunnel per pre-established policy rules. The badtwi
can be also adjusted.

Static Bandwidth Reservation A pre-determined arho@ibandwidth is reserved when
the LSP or tunnel is pre-established. The amount of
bandwidth is estimated from historical traffic gatts. It
is assumed that all bandwidth would be utilized by
simultaneous flows very rarely. In the latter casene
incoming flows may be rejected.

Resource control when the network resource statasrimal. Figure 6.2.15 shows the simple
case of resource and admission control when thveonetstatus is normal. By interacting with
TRE-FE or management system, TRC-FE already knbatsthe network has no congestion.
When the service request is received from SCF, Etecks the resource status from TRC-
FE. When the resource control status is normal,FEDreturns OK to SCF. There is no
additional control on PD-FE in this because thet mdr enforcement policy is already
embedded in the TRE-FE in the form if FTN table.

SCF 'PD-FE|  |[TRCFE| [TRE-FE|  [PEFE]

> PD-FE checks the resource
Service Request status and return OK

Resource Check No need to control PE-FE

No need to control TRE-FE
Resource Check

OK
—

Service Request
OK

Figure 6.2.15: Simple Resource and Admission Contr@rocedure in MPLS Networks.
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6.2.1. On the mobile technology: Edge, 3G, etc.

This section refers t6.1.2.2Mobile Access Network Technologies

6.2.3. On the access segment: xDSL, FTTC, FTTP, FTTH, etc.

This section refers to 6.1.2FIxed Access Network Technologies

6.2.4. On the transmission technology: FO, WDM, SDH, Ethenet

6.2.4.1. Ethernet Technologies
Abstract

The termEthernetrefers to the family of local-area network (LANJppucts covered by the
IEEE 802.3 standard that defines what is commonbwn as the CSMA/CD protocol. Four
data rates are currently defined for operation oygical fiber and twisted-pair cables:

+ 10 Mbps—10Base-T Ethernet
+ 100 Mbps—Fast Ethernet
+ 1000 Mbps—Gigabit Ethernet
« 10-Gigabit Ethernet

The Ethernet Physical Layers

Because Ethernet devices implement only the boteomrayers of the OSI protocol stack,
they are typically implemented as network interfaaeds (NICs) that plug into the host
device's motherboard. The different NICs are iditiby a three-part product name that is
based on the physical layer attributes.

The naming convention is a concatenation of foumseindicating the transmission rate, the
transmission method, and the media type/signaldingoFor example, consider this:

« 10Base-T = 10 Mbps, base band, over two twistedgadiles

+ 100Base-T2 = 100 Mbps, base band, over two twigtedeables

+ 100Base-T4 = 100 Mbps, base band, over four-twigéedcables

+ 1000Base-LX = 100 Mbps, base band, long waveleogth optical fiber cable

10-Giga Ethernet Technology
10 Gigabit Ethernet might well become the technglofgchoice for enterprise,
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Metropolitan and wide area networks. In terms ofgital media, 10 Gigabit Ethernet will
support distances to 300 meters on multimode fibelr40 km or more on single mode fiber.
With 10 Gigabit Ethernet, enterprise network managed service providers will be able to
build LANs, MANSs, and

WANSs using Ethernet as the end-to-end Layer 2 prarnsLong-distance reach on single
mode fiber enables enterprise network managerseamite providers to build simple, low-
cost, metropolitan sized Networks with Layer 3-4tshes and 10 Gigabit Ethernet
backbones. In addition, 10 Gigabit

Ethernet will support an optional SONET/SDH-frign@#HY to enable transmission of
Ethernet over the SONET/SDH transport infrastruetur

For enterprise LAN applications, 10 Gigabit Ethémél enable network managers to scale
their Ethernet networks from 10 Mbps to 10,000 Mbpsile leveraging their investments in
Ethernet as they increase their network performanaeservice provider metropolitan and
wide-area applications, 10 Gigabit Ethernet wihpde high-performance, cost-effective
links that are easily managed with Ethernet talsGigabit Ethernet matches the

speed of the fastest technology on the WAN backbO@2192, which runs at approximately
9.5 Gbps. 10-Gigabit Ethernet (IEEE 802.3ae) wafirnke a standard that guarantees
interoperation between different vendors’ impletagons. Essentially, the standard will
specify physical layers (PHY);only a very slightdge will be made to the medium access
control (MAC). A major theme of earlier versionskthernet has been the pragmatic
adoption of cost effective but robust technologiedarge part, this enabled Ethernet to
dominate the LAN market. One of the major challenge@dressed by the standards effort has
been the development of specifications that aemdly to directly modulated lasers—it is
believed this will facilitate very cost effectiveplementations. It is important to note that 10-
Gigabit Ethernet represents the coming togethéotf data communications and
telecommunications. Some of the important featadepted by 10-Gigabit Ethernet are:

» Wide range of cost/reach options

* much longer maximum reach than previous Ethernets

« a four bit wide electrical bus extender (XAUI)

* a very low overhead, scrambler-based,64B66B code

« an option for transport in SONET/SDH like frames

* two serial physical layer types

* a coarse or wide wavelength division multipleX¢dVDM) physical layer

* line rates of 10.3125 (LAN), 9.95328 (WAN, OC-1@i2e) and 3.125 (LAN, 4 avelengths)
GBd

10-Gigabit Ethernet Standard

The 10-GE standard specifies seven port typestsilin Table 1. Six of the port types use
bit serial optical transmission whilst the remaqport type multiplexes MAC data across
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four wavelengths. The WWDM physical layer can sappoth multimode and singlemode
fiber.

10-Gigabit Ethernet Port Types

As can be seen from Table 6.2.1, two categorig®udftypes are defined:

* LAN PHY for native Ethernet applications

*« WAN PHY for connection to the installed base 8fFBSONET 10 Gb/s networks

10-Gigabit Ethernet MAC

Obviously, the normal MAC data rate (the rate atclwlthe MAC transfers its information to
the PHY) for 10-Gigabit Ethernet is 10 Gb/s

Description Name Comment
850 nm serial LAN 10 GBASE-SR| Directly Modulated VCSEL ,MMF,2-300m
PHY
1310 nm serial LAN 10 GBASE-LR Directly Modulated DFB Laser,SMF,2-
PHY 10KM
1550 nm serial LAN GBASE-ER Modulator , DFB Laser , SMF ,2-40km
PHY

1310 nm WWDM| 10 GBASE-| Directly Modulated VCSEL ,MMF,2-300m

LAN PHY | LX4
850 nm serial LAN 10 GBASE-| Directly Modulated VCSEL ,MMF,2-300m
PHY SW
1310 nm serial LAN 10 GBASE- Directly Modulated
PHY LW DFB Laser , SMF, 2-10 km
1550 nm serial LAN 10GBASE-EW Modalator, DFB Laser, SMF, 2-40KM

PHY

Table 6.2.1. 10-Gigabit Ethernet Port Types.
Layered model for 10-Gigabit Ethernet
The layered model for 10-Gigabit Ethernet is shawhig. 6.2.5. Sublayers for the two

families of PHY (LAN and WAN) are included in theadram.
Also shown are the specified interfaces as follows:
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Figure 6.2.5:Layered model for 10 GE

MDI: Medium Dependent Interface

XGMII : 10 Giga bit Media Independent Interface
XAUI: 10 Giga bit Attachment Unit Interface
PCS : Physical Coding Sub Layer

XGXS XGMII Extender Sub layer

PMA: Physical Medium Attachment

PHY: Physical Layer Service

XSBI: 10-Gigabit 16-bit Interface

PMD: Physical Medium Dependent

The reconciliation sublayer (RS) adapts the pmto€the Ethernet MAC into the parallel
encoding of the 10 Gb/s PCS.Although the physioglémentation of the XGMII is op-
tional,for the purposes of specifying 10-Gigabinérhet,the XGMII is assumed to be the
inter-face between the RS and PCS sublayers. TheXGdék 32 bit data paths that are
partitioned into four transmit and four receivedar8 bits per lane.Also,each lane has a
control bit associ-ated with it. The RS maps MACadadtets to (from)the lanes of the XGMII
in round-robin order.At the request of the MAC &fYthe RS also maps MAC control
signals to (from)the XGMII.Optionally,the transms distance of the XGMII can be
extended using the XGXS and XAUIL.Both XGXS and XAlde the 10GBASE-X (see
Fig.6.2.5),PCS and PMA.XAUI associates one ofétsas 8B10B lanes,operating at a data
rate of 3.125 Gb/s,to each XGMII lane.Essentidily XGXS and the XAUI interface provide
a narrow 4 bit wide,self timed,full duplex,data lRspetitive XAUI control signals (for
example,idle)are scrambled to prevent exces-sa&relmagnetic interference.The optional
sixteen bit wide interface between the serial PC®/5 and the serial PMA is called the 10-
Gigabit sixteen-bit interface (XSBI).The XSBI idudly differential,LVDS,clocked interface
that is very similar to the SFI-4 inter-face of fBptical Internetworking Forum (OIF).For
specification convenience the standard is writtetirms of the XSBI.

The application's of 10-Gigabit Ethernet

Initially, 10-Gigabit Ethernet will be a switch-gwitch interconnection for statistically
multiplexing packet traffic from lower data rated(100/1000 Mb/s) Ethernets. Therefore, 10-
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Gigabit Ethernet is primarily a backbone technoltwpt is targeted at the enterprise LAN or
the telecom WAN.10 Gigabit Ethernet targets threplfation spaces: the LANs (including
storage area networks), MANs, and WANSs.

LAN Applications

10 Gigabit Ethernet has many potential applicatfon®oth service provider and enterprise
networks. Figure 6.2.6 shows the standard LAN apfibns for 10 Gigabit Ethernet, which
includes the following:

- Storage area networking (SAN) applications - 8&emterconnect for clusters of servers.

- Aggregation of multiple 1000BASE-X or 1000BASEs@gments into 10 Gigabit Ethernet
downlinks.

- Switch-to-switch links for very high-speed coninats between switches in the equipment
room, in the same data center, or in differentdings.

Camipis A Curipiis B
e 1

I GRE
100 sz Filile
Kfld Filwy

HEEE

Figure 6.2.6: LAN application

Dark Fiber Metro Applications

One of the most exciting innovations in the Gigaipihce has been the growth of the
deployment of long distance Gigabit Ethernet usomg wavelength optics on dark fiber to
build network links that reach metropolitan distasic

10 Gigabit Ethernet, as a fundamental transporfafcifity services, will be deployed in MAN
applications over dark fiber, and over dark wavegtks. The term “dark fiber” refers to
unused singlemode fiber capacity from fiber that been installed for long distance
applications that usually reach up to 100 kilometeithout amplifiers or optical repeaters.
This fiber is not currently “lit,” meaning thatig not carrying traffic and is not terminated to
equipment. 10 Gigabit Ethernet metropolitan netwavill enable service providers to reduce
the cost and complexity of their networks whilergasing backbone capacity to 10 Gbps.
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This will be accomplished by eliminating the needuild out an infrastructure that contains
not only several network elements required to r@P/MIP and data traffic, but also the
network elements and protocols originally desigteettansport voice. Reduction in the
number of network elements and network layers Isveguipment costs, lowers operational
costs, and simplifies the network architecture.\VAI® Gigabit Ethernet backbone networks,
service providers will be able to offer native 1@311000/10,000 Mbps Ethernet as a public
service to customers, namely offering the custamee the bandwidth of the fastest public
MAN services OC-3 (155 Mbps) or OC-12 (622 Mbpsiwio need for the added
complexity of SONET or ATM, nor protocol conversgon

Dark Wavelength Metro Applications with DWDM

10 Gigabit Ethernet will be a natural fit to thende wave division multiplexing

(DWDM) equipment, which is deployed for metropaiitarea applications. For enterprise
networks,access to 10 Gigabit Ethernet services[BWDM will enable serverless buildings,
remote backup,and disaster recovery. For servivégers, 10 Gigabit Ethernet in the MAN
will enable the provisioning of dark wavelengthajig services at very competitive costs.
The terms “dark wavelength” or “dark lambda” reierunused capacity available on a
DWDM system.WDM is a long established technologthie WAN backbone that enables
multiple data streams to be transformed into migtimdependent wavelengths. DWDM
refers to systems that apply the tight wavelengtctmg specified by the International
Telecommunications Union (ITU), which is normalgsts than a nanometer (nm). Coarse or
wide wavelength division multiplexing (CWDM or WWDMefers to less costly optics that
use wider spacing between wavelengths. The WDMcéeien

multiplexes the multiple (16, 32, and 64) streants bne stream of “white light” across one
fiber pair, increasing the bandwidth capacity & link by a factor of 16, 32, or 64. At the
opposite end, the multiple wavelengths are deneked into the original data streams. Many
MANs and much of the

WAN backbone today contain installed DWDM equipmiratt has unused capacity or dark
wavelengths.

10 Gigabit Ethernet WAN Applications

WAN applications for 10 Gigabit Ethernet look vesiynilar to MAN applications: dark fiber,
dark wavelength, and support for SONET infrastreeetd@0 Gigabit Ethernet in WAN
application is included multilayer switches andatet routers attached via 10 Gigabit
Ethernet to the SONET optical network, which indscdd drop multiplexers (ADMs) and
DWDM devices. When dark wavelengths are availalde(igabit Ethernet can be
transmitted directly across the optical infrastowet reaching distances from 70 to 100
km.SONET/SDH is the dominant transport protocah@ WAN backbone today, and most
MAN public services are offered as SONET OC-3 (Mips) or OC-12 (622 Mbps). Most of
today’s installed optical infrastructure is builitawith a specific architecture and specific
timing requirements to support OC-192 SONET. To enaée of the SONET infrastructure,
the IEEE 802.3ae Task Force specified a 10 Gigabiernet interface (WAN PHY) that
attaches to the SONET-based TDM access equipmardata rate compatible with the
payload rate of OC-192¢c/SDH VC-4-64c. This is acplshed by means of a physical layer
link based on the WAN PHY between Gigabit or Terahiitches and Ethernet line-
terminating equipment (LTE), which is attachedhte SONET network. The WAN PHY
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interface does not attach directly to a SONET O@-herface.The WAN PHY interface will
allow the construction of MANs and WANSs that conngeographically dispersed LANs
between campuses or POPs through the SONET tramsggasork. In other words, 10 Gigabit
Ethernet interfaces that are compatible with SONEEIF192 payload rate facilitate the
transport of native Ethernet packets across the \itAhsport network, with no need for
protocol conversion. Reducing the need for protaoolversion increases the performance of
the network,makes it simpler and easier to marae)ess costly, because protocol
conversion is CPU intensive,adding complexity additgonal elements to the network.

10 Gbps Ethernet Physical Layer Specifications

The 10 Gigabit Ethernet physical layer specificagiaeferred to as the “PHY”, provides the
network manager and cabling distribution designign the basic information required to
select the appropriate optical transceiver typseth@n their network distance requirements,
cabling performance, and types of network connestidhe 10 Gigabit Ethernet Standard
defines two unique physical layer specificatiorsoagted with the types of network
connections: the LAN physical layer (LAN PHY) arfatWAN physical layer (WAN PHY).

The physical layer (PHY) contains the types of $raitters and receivers and the functions
that translate the data into signals (encoding)clivlire compatible with the cabling type
used. The encoding function is performed in thespday coding layer (PCS) of the PHY. The
LAN PHYs use 64B/66B encoded data; the WAN PHYslamgnt an encapsulation of the
64B/66B encoded data for compatibility with OC-18I8H VC-4-64c. The encapsulation is
performed in the wide area network interface sudwIS).

In Ethernet-speak, the transceiver types, whiclcabéing media dependent, are referred to as
the physical media dependent (PMD) types. Exangfl&hernet optical fiber PMD types
are 10BASE-F (10 Mbps ), 100BASE-FX (100 Mbps YJ &000BASE-SX (1000 Mbps ).

The 10 Gigabit Ethernet PMDs include both serial aavelength division multiplexing
(WDM) fiber optic transceiver types.

10 Gigabit Ethernet operating distances are sgelcfbr both multimode and single mode

fiber. The minimum operating distance for eachapts associated with the targeted
operating environment,i.e., LAN/MAN/WAN.

6.2.4.2. Next Generation SDH

This section refers to 6.1.Core and Edge Networkechnologies

Introduction

There is no doubt that most of the present trarsonisetworks are based on SDH/SONET
technology. Although the demand growth for highierdtes and the increase in traffic
growth in communication networks have caused ttrediniction of WDM/DWDM

technology so it can cover most the demands, Blutraffic aggregation is continuously done
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by SDH/SONET systems. Even in networks with moentG00Gb/s capacity, almost 90% of
the traffic is aggregated on STM-16 interfaces @8 7).
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80+
70+
60+

40417
3041

STM-16 Circuits (%)

100 200 300 400 500 600 700
Network Capacity (Gh/s)
Fig .6.2.7-Fraction of circuits STM-16 of aggreghteetwork capacity

In addition, most of the present and future sefsicequest from the transmission networks
has been forecasted over STM-1 and STM-4 interfadds shows the importance of
SDH/SONET systems in the future.

On the other hand, one of the important challemge&veloping transmission networks is the
growth of data traffic compared with voice traffichis challenge has become evident when
most of data traffic produced by subscribers isedaa Ethernet protocol. Ethernet optimizes
traffic transport, in other words the role of SDy$&ms in future transmission networks has
been adapted with Ethernet. At the present tineetrimsport of Ethernet over SDH systems
has the following problems:

- Lack of flexibility

The defined bit rates for Ethernet are 10Mb/s, 16@M1Gb/s and 10Gb/s and for SDH the
bit rates are 155Mb/s, 622Mbl/s, 2.5Gb/s and 10Gb/s.

If Ethernet traffic has carried on SDH system, pdithe capacity will become useless. For
example (Fig.6.2.8), a fast Ethernet service (10@)&hould be carried via STM-1 interface,
which means that 30% of the transmission netwoplaciy is lost.
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STM-4 500Kb/s ( Internet Connection)

100 Mb/s ( Internet Connection)

Fig.6.2.8-Lack of flexibility
- Low band with utilization over a ring

In an SDH ring, to transport certain traffic ontpairthe ring between two nodes, the needed
capacity will occupy the whole ring. This causes ldilization of bandwidth (Fig.6.2.9).

155Mbps of bandwidth allocated
For 30Mbps of data (utilization=20%)

10 Mb/s over E3 / 10 Mb/s over E3
SDH Ring
(155 Mb/s)

/ 10 Mb/s over E3

| SDH/SONET Ring 100% full |

3 E3 ATM Port

Fig. 6.2.9 - Low bandwidth utilization

- Variety in platforms
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A variety in services comes from various technasgnd hardware. In other words, new
services in central offices add a new set of hardwa a rack that results in increase of
auxiliary costs.

Next Generation SDH

The above-mentioned problems introduce a new aspacive them, which is called “Next
Generation SDH”. The development and deploymei®if system offers new services
using new protocols such as RPR, GFP, VC and LCAS.

Changing services landscape shows that Etherngtegihave its importance in the future.
The evolved Ethernet offers higher bit rates (1&8vikOOMb/s, 1Gb/s, 10Gb/s), but speed is
only part of the story. Ethernet still has its osleadvantages:

Poor facility utilization

No edge to edge Qos

Slow services restoration

Standard capacity (spanning tree)

In addition, in a transmission network some transpiadisadvantages appear in transport
circuits and the number of nodes over SONET/SDH isrimited up to 16 nodes.

Ethernet architecture
- Meshed Ethernet

In a meshed Ethernet architecture, STP (Spannieg Frotocol) limits protection response to
minutes, and Qos is applied at each hop.

- Ethernet Rings

In Ethernet ring, there is a limitation in the nuanbf nodes and protection schemes. Also,
packets are processed at each hop and no highiyptransit allowed. The attempt to solve
the above problems or offer Ethernet services esgnt ring architectures has resulted in
emergence of RPR (Resilient Packet Rings).

- RPR

RPR is a new media access control protocol basedrimg topology that has developed by
1EEE802.17 working group. The goal behind it iptovide an efficient use of network
bandwidth and a resilient network with < 50 ms kexy time. Also, it supports up to 128
nodes in a ring.

In RPR, packets take the shortest path to therde®stn. The entire ring belongs to one
subnet; this reduces many of the inter-subnet ssSRER supports multicasting such that
targeted multicast group nodes will copy the makicsource and pass them through the ring
to the next node. Also, using RPR, the multicast@®nodes will remove the multicast
packets.

The resilience or proactive span protection autaraly avoids failed spans within 50 ms.
RPR supports both latencyl/jitter sensitive trasich as voice & video services and
committed information rate (CIR) services. AnotRER feature is the high efficiency that
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comes from spatial reuse. Unlike SDH/SONET, bantiwisl consumed only between the
source and destination nodes. Packets are removeeiradestination, leaving this bandwidth
available to down stream nodes on the ring. RPRa@ip topologies of more than 100 nodes
per ring and automatic topology discovery mechanism

Packet over SDH

At the present time, transports of Ethernet tradirer SDH via HDLC protocols are not quiet
efficient. The main protocols that encapsulate faache data traffic for transport over next
generation SDH infrastructure are as follows:

GFP (Generic Framing Procedure)

GFP is a traffic adaptation protocols, which id8d-T standard (ITU-T G7041).

It enables mapping of any data type to a SONET/®Rtd-synchronous channel. The GFP
recommendation defines procedures for transpovianigus variable length client frames
over legacy SDH transport and enables multiplexihdifferent client signals on to a single
transport.

VC (Virtual Concatenation)

This protocol allows, instead of making a continsiallocation for a client signal, the
transport path is created using a concatenatiemafler transport channels with a defined
capacity like STM-1. VC compensates differentiaivak delays up to 32ms. Only
termination nodes need to support this feature.

LCAS (Link Capacity Adjustment Scheme)

It is a method to modify VCG size at the end pooftgansport path by using a specific
signaling procedure. The signaling messages amsgaated in H4 byte. LCAS controls
hitless addition/ removal of STM-N’s (VC-n’s) tadim VCG under management control. It
also addresses the dynamic management of bandierdtlata transport services over
SONET/SDH. LCAS works best on point-to-point lirdksd supports virtual channel
protection through “load sharing” on STM-n’s.
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SONET SDH
Contiguous Virtual Contiguous Virtual
TrafficType
STS-1 VT-1.5-7v vec-3 VC-12-5v(92%)
10Mbps Ethernet (20%) (89%) (20%)
) STS-21c¢ STS-1-18v vC-4-16c | VC-4-6v(95%)
1Gbps Fibre Channel (85%) (95%) (35%)
. STS-3c¢ STS-1-2v vVC-4 VC-3-2v (100%)
100Mbit/s FastEthernet (67%) (100%) (67%) | yc_12-46v 100%)
. STS-6 STS-1-4 VC-4-4
200Mbit/s (ESCON) (66%) Looo Ciie [ ve-a-av (10ow)
VC-4-2v (66%)
) STS-24c STS-1-21v VC-4-16¢
1Gbit/s Ethernet (83%) (929%) (429%) :/9(;;1—)7v
0

Tabele.6.2.2 GFP, Virtual Concatenation & LCAS HBort Efficiency
New architecture of SDH/SONET platform
As mentioned so far, rapid change in servicedlrasdeployment of various systems
and hardware at central offices. This made thelgrpgo offer new platforms for (ATM, IP,
Ethernet services) that are capable of producingws signals in the transmission network
(STM-n orA).
These architectures are as follows:

Single switch architecture

In this case a single fabric switch is definedasystem and interface adaptation is
used over input/output card.

Hybrid multi-switch Architecture
In this case 1/O traffic directed to a fabric sshitbased on service type.

Multi layer SONET/SDH architecture

In this case ATM, IP switching is identified oi®ltards. This architecture identifies
the cross connect and add/drop function over oagégoin and introduces new topology for
new SDH metropolitan networks.

Conclusion
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In the evolution of networks, the significant gmiple is to save and utilize the existing
infrastructure. Fiber ring network is the most dgeld network and the infrastructure should
adapt with evolved trends. Traffic patterns arengiag from voice towards data, and
networks based on SONET/SDH inherent planned apteimented for transport of voice
traffic (or circuit service).Saving and utilizatia SONET/SDH network depends on the
change of transport capabilities in data traffic.

Next generation SDH includes RPR implementatidifization of VC, GFP, LCAS
protocols, and same platforms can play effective irmdevelopment and operation of
SONET/SDH networks.

6.2.5. On the Radio technologies: TDMA, CDMA, WI-F]| etc.

This section refers t6.1.2.2Mobile Access Network Technologies

6.2.6. On the service and applications platforms
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6.3. NGN solutions and migration steps

6.3.1. NGN concepts definition and NEs

0 The Next Generation Network is understood to benddf by a network
fulfilling the following capabilities:

- A multi-service network able to support voicetadand video

- A network with a control plane (signalling, caml)r separated from the
transport/switching plane

- A network with open interfaces between transpmohtrol and applications
- A network using packet technology IP) to transpdrall kind of information
- A network with guaranteed QoS for different tratiypes and SLAs

and being organized in a layered structure as itbestin the figure:

Legacy Network

Signaling/Service \

Legacy Network

Media \

N

Network
Independent
Services

‘ ] <@"\>2?
Residential Users

Access Gateways
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- Allows the connection of subscriber lines to paeket network

- Converts the traffic flows of analogue accesstgPor 2 Mb/s access devices into
packets

- Provides subscriber access to NGN network andcssr

Trunking Gateways

- Allows inter-working between classical TDM telemy network and Packet-based
NGN networks,

- Converts TDM circuits/ trunks (64kbps) flows irdata packets, and vice versa

Packet networks for NGN

- Trend is to use IP networks over various transpassibilities (ATM, SDH,
WDM...)

- IP networks for NGN must offer guarantees of @Quailf Service (QoS) regarding
the real time characteristics of voice

- Softswitch/MGC

- Referred to as the Call Agent or Media Gatewagt@dler (MGC).
- Provides the “service delivery control” withinetimetwork

- In charge of Call Control and handling of Mediat@vays control (Access and/or
Trunking) via H.248 protocol

- Performs signalling gateway functionality or usas signalling gateway for
interworking with PSTN N7 signalling network

- Provides connection to Intelligent Network /apptions servers to offer the same
services as those available to TDM subscribers

- H.248 Protocol

- Known also as MEGACO: standard protocol, defibgd TU-T, for signalling and
session management needed during a communicattaedre a media gateway, and
the media gateway controller managing it

- H.248/MEGACO allows setting up, keeping, and teating calls between multiple
endpoints as between telephone subscribers usngM
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6.3.2. NGN solutions and migration steps

Network migration from today existing TDM towardslifNGN is defined in three
major steps as indicated:

Fig 6.1 : Stepl. Network consolidation and optimizizon at topological level
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Fig 6.2 : Step2. Network migration at C4 first andC5 with service compatibility
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Fig 6.3 : Step3. Converged Network at all layers
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This is a purpose for step by step migration froiDé/-based public switched telephone
network (PSTN) to a packet-based next generatibmark, from an economic point of view,
it identifies the drivers and benefits for an eBsdied carrier to consolidate its current
network and to migrate to an NGN from a technolpgint of view.

In a more detaild manner the following migratiorapés could be defined:
Phase 1:

The starting point for the migration to NGN is tgtsapublic switched telephone network. In
TDM and SS7 network all voice traffic is transpadrtever TDM, and controlled by a
hierarchy of local (Class 5) and transit (Classifuit switches. The voice-related signaling
network (ISUP and INAP) is handled by the SS7sigigahetwork. Value-added services are
provided inside the switches, or through the irgeht network (IN). Widely spread IN
services include calling card services, numberstedion and routing services (such as free
phone, premium rate and universal access numbet)g@terprise network services such as
virtual private networks (VPNSs). With the growingmber of Internet users, carriers are
providing connectivity to Internet service provid€ISP) either through narrowband (PSTN
or ISDN) dialup services, or through introductidrbcoadband ADSL (with voice split off as
a separate service).
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Phase 2:

In the evolutionary move to multimedia and othextrgeeneration applications, the next step
is to boost processing power by consolidating tBdMinfrastructure. Network infrastructure
optimization will reduce carriers’ operational erges and allow them to generate additional
revenues. Deployment of a small number of largdanges (local and transit) with increased
switching capacity, and high speed interfaces (S®HJ) reduces the operator’'s and enables
faster deployment of new services. “Redundant” cdvas may be converted to additional
remote access concentrators.

Introduction of new technology with smaller footgrior packet fabrics inside the exchanges,
allows the carrier to reduce expenses and reusaatithehing infrastructure for new data
services. Adding new access nodes and upgradingxibeng ones lets the carrier capitalize
on his PSTN, while extending the coverage arealathandwidth offered to individual
subscribers (fiber closer to the end user). Nevesstechnology provides seamless
multiservice access to voice (POTS, ISDN) and ¢aBSL, ATM, IP, FR, etc.) services and
paves the way to NGNs. Optimization of the ADSLes=cinfrastructure is realized through
introduction of voice over DSL (VoDSL) loop-emulati services (inverse gateway, with a
V5.2/GR303 connection to the LEX).

Phase 3:

As one of the basic goals of NGN introduction igrtove to a unique, packet-based
infrastructure voice transport will smoothly migrdb IP or ATM technology. Initially,
carriers will focus on trunking scenarios to offidang-distance voice from their TDM
network The first step toward VoP migration is exting the existing local exchanges with
integrated trunking gateways (TGW) for convertirigM voice into packets (ATM or IP).
This approach guarantees full protection of TDMesivnents, while providing the operator
with a full fledged trunking-over-packet solutiaag well as continued access to switch based
and IN-based value-added services. In order toesddexisting switches without integration
of a gateway, external trunking gateways, contdolig a Class 4 softswitch (through the
H.248 or Megaco protocol), may be added. From atfonal point of view, the softswitch
performs like a Class 4 (Toll/Transit) exchangethvgimilar features (e.g., screening and
routing), signaling interfaces (ISUP, INAP) andess to value-added services (IN).

Phase 4:

In fast growing and deployment of broadband ac(eBSL, LMDS, cable) operators may
introduce voice-over-packet technology to captumevth in the access network, or as a
means to offload the local exchanges from DSL. Class 5 softswitch with local features
(e.g., CLASS, custom calling) will be a shared colntlement, but several alternatives for
voice gateways (depending on end user topologsityeservice requirements, etc.) may be
deployed. Just as in the Class 4 case, the saftswitl address the gateways using the H.248
or Megaco protocol. ADSL subscribers may instaksidential gateway (RGW) or integrated
access device (IAD) with VoP coding capability. @ary to the ADSL with split-off voice or
VoDSL loop emulation solutions, the RGW provides broadband user with end-to-end
voice-over-packet. As an alternative to upgradmg@PE of its subscribers, an ADSL
operator may choose to extend the DSLAMs with Vaieway functionality. Another
solution for connecting voice subscribers direttiyhe data network is to introduce new
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access gateways [AGW] or to upgrade the existiogsxnodes with AGW functionality. In
order to address new generation voice terminalplibhes), the Class 5 softswitch can also
terminate emerging user-to-network signaling prot®such as H.323 and SIP.

Phase 5:

There is no doubt that, in the near (and even mgtéuture, voice will be the predominant
service, even in NGNSs. The introduction of broadbaacess in the network, however,
enables the deployment of a new range of data ariihmedia services. These new services
will allow carriers to differentiate and competehlwnew entrants. A prerequisite for the
deployment of multimedia services is the generallakility of appropriate terminals.
Today’s personal computers are a good starting pourt it is expected that the convergence
of computer, consumer and communications technolathyesult in a number of new
multimedia devices. These new terminals will commoate with the softswitch through
emerging multimedia signaling protocols such as28.8nd SIP. In order to fully support the
new network and terminal capabilities, the softslvis extended with mixed-media session
and QoS control. With the introduction of new besis models and new players (e.qg., virtual
network operators, third party application provajerontent providers), there is a need for
application access (for authentication, authoragtaccounting, roaming, subscriber profiles,
etc.) and service brokering platforms (terminalatafities negotiation, bandwidth brokering,
content aggregation, etc.).

Such portals not only provide the network operatibin new business opportunities as a
service retailer, but also clearly separate networkrol from services functionality. In a full-
fledged NGN architecture, applications and netwaitkinterface through standardized
protocols (e.g., SIP) and APIs. It is even assuthatlvoice services offered on VoP
networks will have fewer features than the onesiaonit networks (especially in an H.323
environment).

Phase 6:

As a final migration step toward the full NGN, tfemaining legacy PSTN equipment is
transformed to or replaced by NGN ‘compliant’ netkvoomponents. The aim of this

ultimate (though optional) transformation, is &pitalize on access concentrators connected
to local exchanges while further reducing the paokdy network for transport and signaling.
At the end of their life, remaining TDM exchangeslaccess nodes are gracefully
transformed to or replaced by trunking gatewaysesg gateways and softswitches as
outlined in the previous sectiorwhile keeping the upper layers (SCCP, ISUP, TCAP,
INAP), the lower layers of the SS7 signaling netkvare replaced by a packet-based
equivalent, as defined by the IETF.

The "migration steps” towards NGN could be presgimiea macroscopic way, in which the
migration steps implies major changes in topologyfecture (giving 3 major migration
steps) or in a more detaild way as the secondwanere are considered also applications (as
phase 5) which may be parallel to the others.
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According to the level of detail and consideringuaiderlying technologies and layers we
may also define many more steps/phases.

Main role for the planner is to define those "migra steps” in a coordinated manner for each
scenario and country ensuring the objectives obtigness plan for the corresponding
Services, Capacity, Quality and Economy.

6.4. Converged Networks

Convergence at telecom networks is driven by a rurabmotivations for the customers, the
operators and the equipment suppliers. From tlkeeatheconomical perspective for all of
them, the major advantage of convergence is theamsizal savings due to the important
economies of scale by:

- Larger systems capacities and sizes are cheapemnit and new convergent technologies
facilitate those larger capacities

- Higher traffic efficiency of bigger groups duelietter system utilization for a given GoS

- Higher density of customers per geographical aigroduce infrastructure savings with a
quadratic rule

- Higher volumes of purchasing imply significativelume related discounts
From the service provider’'s point of view:

- Higher utilization of the installed infrastruceucapacity

- Better customer’s retention by providing multiglervice types
- Better utilization of capital when modernizingethetwork

- Coordinated management and operation for theipheilomains

From the equipment provider’s industry point ofwie

- Lower complexity due to the alignment of requiests for fixed, mobile, nomadic, etc.
- Harmonized solutions avoiding multiple parallevdlopments

From the customer’s point of view:

- Utilization of multiple services with same terrala at different domains
- Personalization of user profiles across domains

- Service usage simplification for subscriptiorilitg, etc.

- Accessibility to new multimedia services

From the industry and operators initiatives, a hendd developments and implementations
are being developed that form important pillarstf@ network convergence. The IP
multimedia system, the Fix Mobile Convergence arabl\é Broadcasting convergence are
fundamental for the convergence.
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6.4.1 IMS architecture for convergence

The IP Multimedia Subsystem (IMS) standard defmggneric architecture

for offering multimedia services with generic applions for many technologies and access
systems like: GSM, WCDMA, CDMA2000, Wire line brdahd access, WIMAX, etc.. It is
an international recognized standard, first spediby the Third Generation Partnership
Project (3GPP/3GPP2) and involving key actors digerators, equipment suppliers and
standard organizations like ETSI/TISPAN, ITU-T, AN&nd IETF. Protocols initially
developed for mobile applications are extendedgemeralized for fixed networks implying
effort and time saving for all multimedia services.

Specific functionalities to be provided include:

- Delivery of person-to-person real-time IP-basadtimedia communications, Person-to-
person, person-to-machine

- Integration of real-time with non-real-time muti&dia communications like live streaming
and chat

- Interaction of functionalities for different séces and applications like combined use of
presence and instant messaging

- Enabling easy user setup of multiple services smgle session, or multiple synchronized
sessions

- Facilitation of better control by operators of\dee value chain and end-to-end QoS.
Extensions of original IMS in the FMC for a wideGNl include:

- The control of IP Connectivity Access Networkso&) admission control, authentication,
etc.);

- The co-ordination of multiple control componetds single core transport for resource
control,

- The inter-working and interoperability with legaand other networks;
- Mutual de-coupling of the applications from tlession/call control and the transport;
- Access technology independence of session/catf@oand applications.

From the supplier's design and operator’s pointiefv, IMS expands the layered architecture
by defining a horizontal architecture, where sexv@aablers and common functions for many
services can be reused for multiple applicatiom& Aorizontal architecture in IMS provides
bearer control and also specifies interoperabitigming, charging and security. These
functionalities positions IMS as a fundamental éeator fixed-mobile convergence and for
the other convergence dimensions, including the ah¢he IT domain.
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ITU-T have defined, in the Focussed group for N@NJobal structure and functionality for
an NGN transport and services network that hasftimational blocks, interfaces and
interrelation flows as indicated in the figure held&standardization of those functional blocks
and interfaces will be a facilitator for the reusigih third party developments and exploiting
the associated economies of scale.

| Third Party Appiications |
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Fig: 6.4.1 Global structure and functional bloc&s NGN transport and services by
the ITU-FGNGN

From the IT point of view and with more level oftai¢ the layered architecture of the IMS is
organized in three levels as follows:

- The “application layer” thatomprises application and content servers to erdbetvalue-
added services for the user. IMS defines 3 typespplication Servers:

- SIP Application Server

- OSA/Parlay Service Capability Server

- Application Server for IN-like services
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- The “control layer'comprises network control servers for managingaall
session set-up, modification and release. The muxirtant of these is the
CSCF (Call Session Control Function), also knowa &P server. This layer
also contains a full suite of support functionsgsas provisioning, charging
and operation & management (O&M). Interworking wather operators’
networks and or other types of networks is hantiedorder gateways.

- The “media-connectivity layefomprises media conversion and protocol adaptédiotine
different gateways, routers and switches, at tfferént network segments either backbone,
local or access.

Diagram below illustrates the most typical resosraed functionalities related to the IMS:

Application Layer

Call & Session Control
Serving-CSCF & PSTN Emulation

Proxy-CSCF IBCF AGCF MGCF

GGSN

SGSN I/A-BGF AGW MGE

BB and Other
IP/SIP

L

PSTN (C4)
PLMN

3G/2.5G
<

Fig: 6.4.2 Example of typical structure of IMS tbe most common functions

- Application Server (AS), implements the value-edidervices

- Home Subscriber Server (HSS) with a unique serpiofile for each user and the AAA
functionality.

- Multimedia resource function (MRF), which congohedia stream resources
- The “S-CSCF & PSTN emulation” (Serving CSCF)his serving call state session control

function for IMS and PSTN/ISDN simulation systenbscribers. Its main function is to
control the session states
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- The Proxy-CSCF supports roaming and nomadisnuppating SIP-based registration of
terminals from different accesses

- Interconnecting border control function (IBCFeerts signalling protocols when inter-
working with other application service providerwetks is necessary. It also provides the
function of information hiding and call filtering fprevent illicit use of the network.

- Border gate function (BGF) is a packet-to-padateway for access (A) and for
interconnection (1)

- Access gateway control function (AGCF) conver8 Signalling from the S-CSCF to
MGCP/H.248 towards an RGW or AGW

- Media gateway control function (MGCF) provideteinworking between ISUP and other
PSTN NNI protocols and SIP used inside the SP nétwo

6.4.2 Fixed Mobile convergence

FMC is essential for seamless delivery of servares allows two key telecom industries to
share experiences. However, FMC must not creaseuplive dynamics” but cater for an
evolutionary path taking into account competitiveieonment FMC is essential for high
level “vision” to help resolve societal, businessl dtandardization issues of NGN in a multi-
operator environment.

Main topics here are the integration at the levémplications and Interfaces to the NGN at
IP mode.

Fixed Mobile Convergence (FMC) is concerned with plnovision of network capabilities
which are independent of the access technique.did@s not imply necessarily the physical
convergence of networks. It is concerned with teetbpment of converged network
architecture and supporting standards. This sstaofdards may be used to offer fixed, mobile
or hybrid services.

An important feature of fixed mobile convergencéhis separation of the subscriptions and
services from individual access points and ternsiaald to allow users to access a consistent
set of services from any fixed or mobile terminal.

An extension of this principle is related to intetwork roaming; users should be able to
roam between different networks and to be ablesethe same consistent set of services
through those visited networks. Both, levels of itityband variety of networks to be
integrated in the FMC are illustrated in the figubelow:
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Mobility
Service Service
Continuity Discontimuity
Seamless Handover Roaming Portability
Handover

Fig: 6.4.3. Different levels of mobility to be maged in convergence
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Fig: 6.4.4. Variety of network types coexistinglwe FMC

In addition to the generic driving factors for etinvergence solutions related to the
economies of scale, specifically for the FMC adxdiéil facilitators are the user interest in
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service ubiquity, availability of mobile facilitiesso in the fixed terminals, single billing,
same handset, etc. The fact of high penetrationadfile and wireless services is another
factor that motivates a common trend towards therexgence.

Convergence level from the current status shoutdvevaccording to the standardization
process at the level of applications, servicesiataifaces. An initial stage is expected at the
first releases of IMS definition including SIP foontrol session, IMS authentication, security,
charging and QoS. At further stages more functigaalwill be standardized like the inter-
working with no-IMS networks, IMS Group ManagemdMS conferencing, Lawful
Interception, emergency calls, etc.

The implementation of convergent applications atrtbtwork resources will be a function of
the initial status of the network modernizationnfoapplications will be implemented at the
Softswitches (SSW) in those networks were the SS_Aewmplemented before the
standardization of the IMS functionalities whileaaater stage and when convergence takes
place at the same time than evolution towards NGdkt applications will be implemented at
the IMS itself. Due to the lifecycle of the differtetypes of network resources, it is expected a
quicker convergence at the application and serVagss than at the overall network
infrastructure and physical level.

6.4.3 Broadcasting convergence

The evolution of broadcasting technologies towalidgal and the generalization of
multimedia services in all domains, paves the vamyahother convergence of services
between the mobile solutions and the broadcastisnki Several benefits will be obtained
from the synergies and complementarities of badr@dtives.

In addition to the generic convergence and econoinsgale advantages given at the
convergence chapter, in a more specific manndsrfmadband services that require the
availability of spectrum, sharing of spectrum aelhted network resources will allow
optimization of media and higher capacities.

- Mobile networks are characterized by the bidioe@l one-to-one communication with full
mobility, on-demand call establishment and billecagunction of utilization. Content in 3G
and further versions evolves to Broadband appboatreach in video applications were many
ones related to TV channels, films, events, etimaide with the distributive contents.

- Broadcast networks are characterized by the o#eany unidirectional communication,
restricted mobility, high capacity content and timeéependent low cost. When evolving to
digital (DVB), content is compatible with other ni@énd expand the number of distribution
alternatives, but with the requirement of an addgi return channel to enable interactive
services.

- Mentioned evolution from both sides: incorporgtindeo related applications in mobile and
incorporating interactivity in broadcasting prepatiee path for a convergence in which
“synergies” and “complementarities” of the two ati#ives may collaborate for a better
service provision, capacity increase and savinghéylerived economies of scale.
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* The diagram below illustrates the structure of epswating platform between a
broadcast network operator and a mobile networkatpeas proposed by the Digital
Video Broadcast project that is an industry-ledsmotium of over 270 broadcasters,
manufacturers, network operators, software devetoged regulatory bodies. TM-
CBMS subgroup on Technical Module for ConvergenaeaBcast Mobile Services
specific located for convergence. Digital Video &loast Handheld (DVB-H)
technology as an enhancement of the DVB-T for $énigd digital TV is used to
transmit video content to hybrid 3G-DVB termindiat use one or other media as a
function of availability and efficiency according the content type. DVB-T is IP
based and allows handheld portable and mobile tiecepith low consumption and
mobility at high data rates.

broadcast network operajg DV B- H

2roadcas

DTV
Content

2 ovide
i lg
1 Basis for
h IP Datacast
Co-operation Platform [RPPRNEN . ————. terminal
DVB-UMTS
& [
HLS T
=+ =+
F L 4 GSM, GPRS, UMTS
ISP -l Core UMTS
- network base station|
Source: DVB
mobile operator TM-CBMS

Fig: 6.4.5. Example of functional architecture fiyorid mobile and DVB-H networks

- Convergence in this case between mobile and besadvill imply a set of benefits as
indicated:

e Customers will increase the capacity by the usdoafnstream heavy traffic flows and
decrease cost by the utilization of best mediaraieg to application type.
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* Mobile operators will increase the set of serviaed content, extend the business
field, unload the 3G networks of heavy downstrelowg, optimize the investments
on infrastructures and enhance positioning to ettastomers in a competitive
environment.

» Broadcast operators also benefit from the extensioew services, level of
interactivity, new sources of revenue and accdggibo a wide population of
customers derived from the ones of the mobile dpesa

6.4.4. IMS development in NGN and benefits

Currently, several trials and initial deployments being implemented for the transition from
PSTN towards IMS and specific extensions of IMSlaeg developed for NGN either to
serve the provision of full SIP-based multimeskavices to NGN terminals or the provision
of PSTN/ISDN simulation services for existing legaechnologies that still will stay during
all transition period. Among those extensions weelthe following ones:

* The control of IP Connectivity Access Networks (Qa8mission control, authentication,
etc.)

e The co-ordination of multiple control componentsat@ingle core transport for resource
control

» The interworking and interoperability with legaaydeother networks
* Mutual de-coupling of the applications from thesses/call control and the transport
« Access technology independence of session/calt@artd applications.

6.4.4.1 Functionalities

Functional entities of an IMS may be used by arraipe in support of network scenarios in
the transition phases. For instance, the routiag be performed based on signalling
information, configuration data, and/or data basdklp as a function of the traffic type and
the entity being used.

IMS, as defined within ITU-T, is comprised of a noen of functional entities that together
can provide support for the capabilities of thesger stratum of NGN as described in section
6.4.1 above. The current IMS functional entitiad ¢heir environment are illustrated in the
following figure with a short description of maimes afterwards:
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Figure 6.4.4.1: Current logical functionalities anterfaces of the IMS

- Call Session Control Function (CSCF)

The Call Session Control Function (CSCF) estabsisheonitors, supports and releases
multimedia sessions and manages the user's santécactions. The P-CSCF or Proxy CSCF
is the first contact point within the IMS that faavds the SIP messages received from the
User Equipment (UE). The CSCF interfaces through\&th the Application Servers (AS)
that host and execute the services.

- Media Gateway Control Function (MGCF)

The Media Gateway Controller Function (MGCF) pr@sdhe ability to control a trunking
media gateway functional entity through a standadlinterface. Such control includes
allocation and deal location of resources of thelimgateway, as well as modification of the
usage of these resources. The MGCF communicatbshvetCSCF, the BGCF, circuit-
switched networks and performs protocol converdetveen ISUP and SIP. It also supports
interworking between SIP and non-call related Siiialling (i.e. TCAP-based signalling for
supplementary services such as Call Completion Busscriber).

In case of incoming calls from legacy networks, M@CF determines the next hop in IP
routing depending on received signalling informatilm case of transit the MGCF may use
necessary functionality for routing transit traffic node implementing this functional entity
in an NGN network and a node implementing it irGP® network may differ in terms of
supported resources (e.g. codecs) and configuration
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- Multimedia Resource Function Controller (MRFC)

The Multimedia Resource Function Controller (MRF@)¢onjunction with a Media

Resource Processing Functional Entity (MRP-FE)tlt@n the transport layer, provides a set
of resources within the core network for supporsegvices. The MRFC, in conjunction with
the MRP-FE, provides e.g., multi-way conferencédps, announcement playback, media
transcoding.

- Multimedia Resource Function Processor (MRFP)

The Multimedia Resource Function Processor (MRFB3gsses the mixes of media streams
and transcoding when interworking is required uridercontrol of the MRFC.

- Breakout Gateway Control Function (BGCF)

The Breakout Gateway control function (BGCF) salé¢be network in which PSTN breakout
IS to occur and - within the network where the koed is to occur - selects the MGCF.
In case of transit the BGCF may have extra funetionfor routing transit traffic.

- Subscriber locator Function (SLF)

The Subscriber Locator Function (SLF) identifiassar's Home Subscriber Server when
multiple HSSs are being used and each one mairdaingjue collection of users.

6.4.4.2 Convergence to IMS and phasing

A common IMS for all services of mobile and fixeetworks is an ambitious target with
disruptive implementations that imply a phasingrapph from the current network status.
The following issues have to be solved by the pdann

- How IMS functionalities will impact the networkchitecture?

- What services will be the first to be implementgath IMS?

- Which will be the impact of the IMS deployment thre network flows and load?

- How the functions of IMS will be distributed thrgh the network?

- At what phases and speed will the services béeimgnted at IMS?

- What will be the benefits for the service provided for the customer of an IMS based
solution?

Due to the initial stages of IMS implementationphased approach is required that will take,
as in all network transitions, several years. # twabe taken into account that availability of a
core NGN IP based network is a prerequisite foi\i® solution and an end to end all IP
needed for a fully fledged IMS solution. The folliony diagram illustrates a feasible scheme
for migrating from current networks towards a fubgsed IMS case.

- Open Service architecture and a basic Home Sibles@erver (HSS) are mandatory from
the starting process in the so called Pre-IMS olyHMS that will implement the easiest
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services for the coexisting networks in fixed anobite technologies without the need of the
user entity supporting IPv6. PSTN emulation amausation are used in order to extend
services to all customers either connected touthéd mode NGN or conventional TDM.
Services expected to have priority in this phaskigeVVolP, Location Based Services (LBS),
Presence Based Services (PBS), Instant Messa@i@(id Push to Speak PtS).

- An ambitious fully fledged IMS solution requires,addition, a more complete end to end
NGN infrastructure, complete coverage of SIP withlbfunctionality of the Application
Servers and HSS. User entities need to supportdRaghe corresponding facilities of the
IPsec are exploited. Services expected at thig stefude Peer to Peer video (P2P), Service
Broker (SBr) function to manage interactions amapglications, Service Blending (SBle)
for services grouping and personalization, Resoécceptance Control Function (RACF)
to ensure QoS with a common network policy for tBse management across network
subsystems and Intelligent Content Delivery (ICD).

Convergence to
NGN infrastructure

A

End to End
NGN

Open Service Architecture, Basic

HSS, VoIP, LBS, PBS, IM, PtS, Full IMS “SIP” Services

etc.
Full HSS, P2P video,
Service broker, Service blending,

NGN IP core Pre - IMS -
ESIN RACF, ICD, etc.
PSTN PSTN Architecture J
Convergence to

IMS services

>

Current Service Partial IMS functionality Full IMS coverage
functionality and/or coverage

Figure 6.4.4.2: Phased approach for an evolutiamtds IMS services implementation
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6.4.4.3 IMS Benefits

- Service delivery with IMS integrated architectprevides important advantages over the
classical “pile” separated applications and funwidies once that the structure is
implemented. First advantage is the higher fleitipdf the IMS functionality to adapt to the
customer services, irrespective of the technolbgy use and the access method to reach the
network.

- Saving in effort and time for the developmemd @eployment of a new service is
considerably reduced once the architecture is raathe network, implying economic
savings and better Time to Market for a given seryrovider in a competitive market. This
advantage in the Time to Market will allow the seevwprovider a higher capture of new
customers, better market share and reduction ahchu

- Efficient introduction on new services at a lowest will increase the service provider
revenues, ARPU and profitability which is the midyasiness driver for the healthy
operation, market grow and financial results.

- From the end customers’ point of view, a commsea and feel for all services and
applications will facilitate the higher utilizatiaf services and better personalization of
functions to specific requirements.

6.4.5. Convergence in Operations

Management and operations for the legacy netwaaksdleen very much tied to each network
technology, to each service category and to eackanhtype. Different functionalities were
applied to the access loop, central offices, ttaretwork, transmission systems, etc. From the
point of view of the network operations, separdsfprms were implemented for PSTN,
mobile and data networks as well as for custone&ategory as residential, business or
corporations.

In line with that segmentation, traditional OpevatiSupport Systems (OSS) and Business
Support Systems (BSS) also had multiple platforansetrform the several applications of
OSS systems organized in silos for each servieaviice, leased lines, internet, VPN, etc.
and for each network type.

Typical functions for the OSS imply a vast set di\aties in current networks like:

- Inventory management,

- Network engineering,

- Order management,

- Service activation,
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- Service creation,

- Network elements supervision,

- Application monitoring,

- Traffic measurement and post processing,

- Performance supervision,

- Capacity augmentation,

- Routing planning,

- Trouble ticketing,

- Repair management,

- Workforce management, etc.

For the BSS a large variety of activities are aggphs a function of the operator business
strategy, being the most common tasks:

- Customer Relations Management (CRM),

- Rating,

- Billing,

- Invoicing,

- Accounting management,

- Pricing agreements,

- Support to Marketing & Sales, etc.

Within the current environments there is a setithlee common functions to both BSS/OSS
or functionalities that acquire higher priority tih the new technologies and services such
as:

- Service Level Agreements (SLA) management,

- Churn and customer attraction management,

- Customer equipment inventory,

- Service offering,
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- Fraud management,
- Security policy management,
- Content management,
- Service upgrading management, etc.
When operators face the rapid evolution on techgief) faster creation of new services and a
more competitive market, a set of issues and caingsrappear when trying to fulfil previous
tasks as summarized with the legacy arrangemesyperations:

- High cost of systems and operational laborforcé Wwaihg times to react

- Lack of flexibility to accommodate new service égp

- Lack of functionality for the new market requirengen

- Problem for updating and interrelating multiple @SS platforms.
Additionally, new requirements are needed in theveoged networks and the NGN IP mode
technology as follows:

- Managing support to multimedia services with voat&ta and video

- Managing resource provisioning at any network layer

- Managing functionalities for the coexistence ofdegand new technologies

- Implementing new business procedures associatedndled offers and customer
retention

- Managing interdomain operational activities

- Focus on common processes to all support functions

In order to overcome the above mentioned limitegiand to address the new requirements,
the OSS/BSS solutions have also to evolve front afseertical piles per technology to a
common integrated platform with a series of trarmmeftions that should converge in line to
the NGN network evolution.

To assure the service continuity through the mignaof both the network itself and the
operation support systems, a sequence of stepstbde planned for the OSS/BSS evolution
that are a function of the initial operator stadnsl the target network architecture. A typical
sequence of six steps is proposed:
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- Step 0 - Starting point with multiple different 8&nd BSS platforms for PSTN, Data
and Mobile networks

- Stepl- Integrate OSS and BSS functionalities &t eatwork type
- Step3- Integrate PSTN and Data platforms intelirejeb the IP mode network

- Step4 - Link integrated platforms to the pre-IMS N@etwork solution using the Open
Service Architecture and middleware components.

- Stepb5 - Integrate fixed and mobile networks suppgstems

- Step6 - Incorporate full functionality for new muoiedia services and interrelate
functionalities with the IMS “SIP” services in tiNext Generation Support System
(NGSS). Make extensive use of the Service OrieAtetlitecture SOA with loosely
coupled service interactions.

In the Figure 6.4.5.1 it is illustrated the firstagration step in which the variety of IT
platforms for different applications at OSS and B®&integrated into a common platform
with the corresponding OSS middleware to aggrefyetetionalities. The middleware
applications provide a separation of common praefem the specific network
technologies and interfaces, facilitating alsodperation with multivendor solutions. This
step provides an important saving in IT platformgistment and could be done before the
major evolutions towards NGN are implemented.
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DATA \\ e SATA \\
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BSS ’ /" BSS/IOSS )
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Fig. 6.4.5.1 Migration from legacy support systdowards integrated OSS/BSS
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The other steps of the sequence may be implementety one or grouped as a function of
the speed in the evolution towards the full NGNlvatcomplete availability of full IMS. The
figure 6.4.5.2 illustrates the final migration thle OSS/BSS functions and the relation to the
IMS architecture. When all the functionalities b&tIMS are ready, the interrelation of the
control functions within IMS and the support fulcts within OSS/BSS is stronger than in
previous architectures and some on the functioealwill need a cooperative interworking
like within the federated platforms. Those changgisoriginate much higher and flexible
capabilities of the support systems that couldibe @alled a Next Generation of Support
Systems (NGSS)

Y MOBILE \ [ Third Party Applications ]
/ PSTN/DATA \ PR p : ~
BSSIOSS NGSS
based on
(SOA) ..... _
0SS Applications & - " e
25 2 J
8§ =
0N = e N\
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[Integrated IT Platform

k JJ \Jransport Stratum J
Integrated OSS/BSS in Full Integrated NGSS platform
Common Platform Fixed + Mobile - interworking with IMS

Fig. 6.4.5.2 Migration from separated platforms petwork towards a common multiservice
NGN platform.

In order to be able to perform all the support tioralities with the same degree of flexibility
and evolution than the one at the IMS platformeaegic service modelling for distributed
computing is followed like the Service Orienteccitecture (SOA) with a design as
described in the figure 6.4.5.3 by the Organarafor the Advancement of Structured
Information Standards (OASIS). This common modglimd description allows an explicit
definition of services, applications and encapsdatusable processes that may be valid for
all the variety of multimedia services, allows wioik under the control of different

ownership domains and facilitating the interworkmigh multiple suppliers.
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effect
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Information
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Fig. 6.4.5.3 General service modelling and dedorpivith the SOA principles (by OASIS)

OSS and BSS platforms evolutions have also to &engld in relation to the network itself
towards a Next Generation Support System in oxassure the service continuity and
obtain the corresponding saving in investmentsgatbe convergence process. First
integration for the OSS and BSS platforms may s&ny early and do not require the
implementation of an NGN architecture. At this stagerational savings may be reached at
very low investment cost.

A coordinated evolution between the network ite@ll the support systems is illustrated in
the figure 6.4.5.4. As soon as the NGN startsexttive network and partial IMS
functionalities are ready, the Open Service Ardtitee may be expanded for the OSS/BSS
systems and higher interaction will be obtainedvieen the network and the support systems.
When full IMS “SIP” based services are availabl@amend to end NGN, all the support
processes based on SOA may exploit the compleratmaal functions in an integrated
platform.

Converged OSS/BSS applications will provide a seviebenefits of the same type than the
ones obtained by the IMS within the network itrlf related to the overall company
operational activities external to the network vatiditional advantages such as:

- Short time reaction to new services introduction
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- Laborforce reduction for the operation

- Common look & feel for the support services witkieatraining

- Incorporation of facilities for agile reactionbosiness competitive forces
- Increase for the ARPU

- Quick reaction to customer complaints and contadates.

Convergence to
NGN infrastructure

End to End
NGN
Full IMS “SIP” Services
NGN IP core
PSTN PSTN Architecture J
Convergence to
Integrated OSS/BSS
>
Separated OSS and BSS OSS/BSS Integration for Full Integrated platform
platforms for PSTN, PSTN and Data Fixed + Mobile & federated with IMS

Mobile,& Data

Fig. 6.4.5.4 Coordinated evolution for NGN-IMS amwhvergence of OSS/BSS

6.5. Charging and billing aspects of NGN

Basic information on charging and billing aspedtdlGN could be found in document “A
guileline for the Charging and accounting princgiler NGN”, provided in section
Additional Referencesof the ITU-D web site foNetwork Planning Manual: Draft Version
05 (2008).
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Chapter 7 — Network design, dimensioning and optimi zation

Heterogeneous networks require a variety of plammeethods in order to assure the
conformance of a composite network with its speation while keeping network costs low.
In this chapter an overview on the diverse modetsraethods used in the telecommunication
network planning is given. Network design and plagns based on mathematical theories
related to optimization and operations researcfadh the most important mathematical
framework for formulating and resolving network idgsproblems is called the theory of
multi-commodity flow networks. The presentationS#ctions 7.1 and 7.2 (partly) is based on
this framework. In these sections we introducermalmer of mathematical models related to
most important telecommunication network desigrbmms. The basic optimization methods
applicable for network design are presented iniGeat.3.

7.1. Core Network

By core networks we roughly mean wide-area netwarksally spread over a large
geographical area, and connecting a set of acoeabrfietworks. In this section we shall
make a concise survey of problems related to cetwork design. The presentation will use
the multi-commodity flow network design and is és& book [7.1] (which means that all
problems considered below are discussed in det@fl.1]). Basic optimization methods
applicable for the discussed problems are desciib&eéction 7.3.

7.1.1. Single layer design

In this subsection we shall discuss selected opéitiin models related to single-layer
networks, applicable for the classical dimensiorand allocation problems of core
communication networks involving the nominal (nofystate of network operation. We start
with classical problems in Paragraph 7.1.1.1. TheRaragraph 7.1.1.2, we will demonstrate
how these models can be extended to the shortdstgaing of the OSPF type.

7.1.1.1. Classical problems

Dimensioning Problems

Dimensioning problems (also called capacitated lprab) require simultaneous optimization
of flows and link capacities. We start the preseomawith a simple dimensioning problem,
which we will further extend in various directiotisoughout Subsection 7.1.1. The problem
is referred to as DP1-LP (Dimensioning ProblemLinear Programming formulation) and
assumes that the lists of candidate paths foréhgadds are given in advance.

DP1-LP (Dimensioning Problem 1 - Linear Programme)
indices

d=1,2,..b demands

j=1,2,...m(d) candidate paths for flows realizing demahd
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e1,2,..E links
constants
Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise
hy volume of demand, h = (hy,h,...hp)
Ce marginal (unit) cost of link, ¢ = (C1,Cy,...CE)
variables
Xdij non-negative continuous flow allocated to gadih demandl,
X = (xqg: d=1,2,...D, j=1,2,...m(d))
Ve non-negative continuous capacity of l@k/ = (y1,¥2,... Ye)
objective
minimize  C(y) = 2e CeYe (7.1.1a)
constraints
2 xgj =hg a=1,2,...D (7.1.1b)
24 2 BediXdj < Ye e=1,2,...E. (7.1.1c)

Objective function (7.1.1a) is interpreted as thstof the link capacity. Constraint (7.1.1b) is
called the demand constraint; it assures thatemtlahd volumes are realized by means of
flows assigned to their paths (of course, notlaW$ have to be non-zero). Constraint (7.1.1c)
is called capacity constraint and it requires thatlink load (left hand side) does not exceed
the link capacity. As indicated by its name, problBP1-LP is a linear programming

problem, since all the functions defining cost (¥a), demand constraints (7.1.1b), capacity
constraints (7.1.1c), and the non-negativity camsts (7.1.1d) are linear, and all variables are
continuous. It is quite easy to see that probler.{J can be solved in a straightforward way,
by allocating the demand volumes to their shoptathts with respect to the link unit costs. To
demonstrate this, we first note that for any optiswdution &°,y°) of the problem all
constraints (7.1.1c) become equalities (otherwisewould unnecessarily pay for unused
capacity of links). Then, we can eliminate the cityavariables, inserting the left hand sides
24 2j AedXq; Of (7.1.c) (link loads) instead g into (7.1.1a). The reduced problem (only in
variablesx) reveals that the non-zero optimal flomé’ can be assigned only to the paths with
the minimum length®; asqiCce (We leave the details as an easy exercise faetmder). Thus, an
optimal solution of problem (7.1.1) can be eadilyrfd by using thehortest path allocatian
Observe, that if demaralhas several shortest paths, then its volbgean be split into the
flows assigned to the shortest paths in an arlyitray.

In the sequel, unless stated otherwise, we will@gsnon-negativity of all optimization
variables.

In most cases the link capacities are not contiausince the link capacity in majority of
network technologies is composed of certain capacddules. For instance, in an
SDH/SONET network, links are typically dimensioried5TM-1 (OC-48) modules
corresponding to the transmission rate of 155.5pdMBhen we have to change accordingly
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the formulation of DP1-LP by imposing the requirernef integrality (modularity) of the link
capacity variables and changing constraint (7.1irito)

545 Beq¥g S Mye  €=1,2,..E (7.1.1¢)

whereM is the given module size. The resulting, modifiedblem will be referred to as
DP1-MIP (Dimensioning Problem 1 - Mixed Integer giaamming formulation). The name,
MIP, reflects the fact that some variables (floar® continuous, and some (link capacities)
are integral. It is important to note that the alyaseemingly simple, modification makes the
resulting problem very difficult to solve in theaot way, especially for large networks. It is
well known that problem DP1-MIP is NP-complete (Midtnplete problems as DP1-MIP are
very difficult to solve exactly in a computationa#ffective way; see [7.2] and Appendix B in
[7.1] for the discussion of the notion of NP-cometeess), which means that all exact
algorithms for resolving the problem have expor&momplexity, i.e., the time required to
find the exact solution grows exponentially witle tize of the problem. In practice, the
applicable exact methods are based on the brartth@md approach [7.3], especially on its
modification called branch-and-cut [7.4]. We shoeildphasize that the branch-and-cut
algorithms are pretty complicated and require gatimeg the so called valid inequalities in the
nodes (subproblems) of the branch-and-bound tese[{55]), in order to effectively account
for the integrality of link capacities. Such eqtiak can be obtained by Benders’
decomposition, or by some special, problem-spemfthods (cf. [7.6]). For approximate
solutions one can always try to use the shortdktadbocation approach (applied for the unit
module costg used as the link metrics for the shortest patihgpeaation), and then
dimension the links for the resulting link load$i§ approach, however, may sometimes
result in quite poor solutions, with the cost (Zal).much higher than optimal.

In many cases, also the demand volume is moduainktance, if the demand for digital
telephone circuits (64 kbps each) is to be realimge STM-1 links, then, for the European
version of the PCM system, we assume that one dg&n@ome unit (DVU) corresponds to
30 circuits, and theM = 63, since one STM-1 transport module can ca8ry6-12
containers, each carrying one PCM basic modulen,TR@1-MIP is simply modified by the
requirement that the flows must be non-negativegets and assumihd = 63. In effect, we
arrive at an all-integer problem DP1-IP, referreé$ Dimensioning Problem 1 - Integer
Programming formulation. DP1-IP can be approachedsimilar way as DP1-MIP, i.e., with
the branch-and-cut algorithms or by linear appration.

In many cases, the modularity of the link capawigy be more complicated than being the
multiple of just one modul®. First of all, the link capacity can be built framore than one
type of the module, as for example in an SDH netwdth transmission systems STM-1,
STM-4 and STM-16. In such case we have three meduledM and 16/, for M = 155.52
Mbps. In the general case we assume that henedule types with module sizi,
k=1,2,..K. Then, we have to introduce more link capacityaldes and this leads to the
following problem.

DP2-MIP (Dimensioning Problem 2 - Mixed Integer Progra@m
indices
d=1,2,..Db demands
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j=1,2,...m(d) candidate paths for demadd
e=1,2,...E links
k=1,2,..K number of different link capacity modules
constants
Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise
hg volume of demand, h = (hy,hy,... hp)
M capacity of module ndk expressed in DVU’s
Cek cost of one module of typgeon linke
variables
Xdj continuous flow allocated to patiof demandl,
X = (Xgi: d=1,2,...D, j=1,2,...m(d))
Yek integer number of modules of tygeealized on linke,

y = (Yex 1,2,...E, k=1,2,...K)

objective
minimize  C(Yy) = Ze 2k CelYek (7.1.2a)
constraints
2 X =hy &=1,2,..D (7.1.2b)
24 Zj BediXdj < 2k MiYek e=1,2,...E. (7.1.2c)

Problem (7.1.2) is more complicated than DP1-MtH,tee optimization approaches for
DP1-MIP can be extended to DP2-MIP. Obviously,geteflows can be assumed as well.

The next, more general type of modularity, canfbeduced using a general step-wise
dimensioning function in the following way.

DP3-MIP (Dimensioning Problem 3 - MIP)
indices

d=1,2,..b demands

j=1,2,...m(d) candidate paths for demadd

e1,2,..E links

k=1,2,...K number of incremental link capacity modules
constants

Aed =1 if link e belongs to pathrealizing demand

= 0 otherwise

hg volume of demand, h = (hy,hy,... hp)

my incremental capacity of module rloexpressed in DVU'’s

Cek incremental cost of one module of typen linke
variables

Xdij continuous flow allocated to patlof demandi,
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X = (xqg: d=1,2,...D, j=1,2,...m(d))
Eek binary variable indicating whether incremental miedf typek is realized on
link e, & = (eek €=1,2,...E, k=1,2,...K)

objective
minimize C(g) = 2 2k Coiéek (7.1.3a)
constraints
2 X =hg d=1,2,..D (7.1.3b)
24 2} BediXdj S 2k MEek e12,..E (7.1.3¢c)
Eel 2Ee2 2... 2EeK e1,2,...E (713d)

Note that the new constraint (7.1.3d) makes swakithfor somek, incremental module of
typek is installed, then also all modules of type< k, are installed. Hence, the actual
capacity of linkeis the sum of alin, with k=1,2,...kmax, Whereknaxis the greatest indekx

such thatex = 1 (cf. constraint (7.1.3c)). Of course, it is@®ed thay my is the maximal
capacity of each link. It may seem that problem IMRB is harder to solve than problem
DP2-MIP, due to additional “monotonicity” constresr(7.1.3d). In practice the opposite
holds. Additional constraints allow for more efigetuse of the branch-and-bound tree and
lead to shorter execution times.

Finally, we note that in some cases we may needdéaoncave dimensioning functiogs=
Fe(Ye) in the problem formulationyd denotes load of link). For instance, if the link loag

is expressed in Erlangs (1 DVU = 1 Erl.), thercapacity can be computed as the number of
circuitsye such that

Be = EydYo) (7.1.4)

where isEye(Ye) the Erlang loss formula giving the link call bkieg probability when traffic
of ve Erlangs is offered tgye circuits, andB. is the assumed fixed link call blocking. The
resulting dimensioning functiop = Fe(Ye) is the inverse of (7.1.4) for fixdsl, and is known
to be a concave function. With concave dimensiofumgtion the dimensioning problem
DP1-LP takes the form:

DP4-CV (Dimensioning Problem 4 - Concave Programmingfdation)
constants
Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise
hg volume of demand, h = (hy,hy,...hp)
Fe(D! concave dimensioning function for lirk
Ce marginal (unit) cost of link, ¢ = (C1,Cy,...CE)
variables
Xdij continuous flow allocated to patlof demand,
X = (xqg: d=1,2,...D, j=1,2,...m(d))
Ve continuous load of link, y = (y1,¥2,...¥£)
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objective
minimize  C(Y) = Ze GFe(Ve) (7.1.5a)
constraints
2 xgj =hg &=1,2,..D (7.1.5b)
24 2j BediXdj = Ye e=1,2,...E. (7.1.5¢)

The concave programming problems are very diffitugolve for global minimum, as they
are usually characterized by enormous number @i lminima. In fact, as discussed in detail
in Section 4.3 of [7.1], problem DP4-CV can be sfanmed to a MIP problem and solved
accordingly (by branch-and-cut). Also, we may tsg stochastic meta-heuristics discussed in
Section 7.3.3.

Another type of extensions of the basic problem DP1s obtained when flow routing is
constrained in some way (so far we have not impasgdonstraint on the flows). The first
requirement which constraints the flow distributisrthe path diversity requirement: the
demand volume must be split among at least a oemtanber of disjoint paths.

DP5-PD-LP (Dimensioning Problem 5 - Path Diversity - LP)
indices
d=1,2,..b demands
j=1,2,...m(d) candidate disjoint paths for demashd
e=1,2,...E links
constants
Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise
hg volume of demand, h = (hy,hy,... hp)
Ny minimal number of pathfer splitting volumehy (e.g.ng = 3)
Ce marginal (unit) cost of link, ¢ = (C1,Cy,...CE)
variables
Xdij continuous flow allocated to patlof demandi,
X = (xqg: d=1,2,...D, j=1,2,...m(d))
Ye continuous capacity of ling y = (y1,¥2,...Ye)
objective
minimize  C(Yy) = 2e GYe (7.1.6a)
constraints
2 xgj =hg d=1,2,..D (7.1.6b)
Xgj < hg / ng d=1,2,..D (7.1.60)
345 edaj<Ye €1,2,.E (7.1.6d)
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Path diversity is assured jointly by the requiretrtbat the candidate paths are disjoint (link
or node disjoint) and by constraint (7.1.6¢) whildes not allow to put more thamd.bf the
demand volume on one path. This requirement istanoanly used means for protecting the
demands against link (node) failures.

The next problem requires that the entire demarmahwe of each demand is assigned to only
one path.

DP6-SPR-MIP (Dimensioning Problem 6 - Single-Path Routing - MIP
variables
Xdij flow allocated to pathof demand
X = (xqg: d=1,2,...D, j=1,2,...m(d))
&dj binary variable associated with flow variabie
£ = (eq d=1,2,...D, j=1,2,...m(d))
Ve integer capacity of link, y = (y1,Y2,... Ye)
objective
minimize  C(y) = J¢ GYe (7.1.7a)
constraints
Xdj = hdUdj d:1,2,...D j:1,2,...m(d) (7.1.7b)
Sieq =1 =1,2,..D (7.1.7c)
345 8edaj < Mye  €1,2,..E. (7.1.7d)

Note that since link capacities are modular, thglsipath allocation to the shortest paths
with respect to link weights does not in general solve the problem, so thdesipgth routing
must be forced explicitly. This is done by the byneariabless and constraint (7.1.7c).
Observe also that the flow variables are auxiliarformulation (7.1.7) since they can be
eliminated by substitutingy; in (7.1.7d) with the right hand side of (7.1.7DP6-SPR-MIP is
an example of another NP-complete problem, andensndifficult to solve. Again, for exact
solutions the branch-and-cut approaches are apj#iteere [7.7]. For approximate solutions
meta-heuristic methods are applicable [7.8].

Other routing restrictions can also be taken imtmant by appropriate MIP formulations. For
instance, we may require that non-zero flows maggieater than a certain fraction of the
demand volume (not to use too small flows), or thatdemand volume must be must be split
among at mosty paths. Such formulations can be found in Chapter[4.1].

Allocation Problems

In allocation problems, called also capacitatedlenms, link capacities are given (installed)
and fixed; the task is to allocate flows for givdmand volumes in such a way that the
resulting link loads do not exceed link capacit®@$hough certain additional objective
function can be added to allocation problems, taenrissue is to find a feasible solution, i.e.,
to be able to allocate demands in the existingdegacity, as in the following problem.
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AP1-LP (Allocation Problem 1 - Linear Programme)
indices
d=1,2,..b demands
1=1,2,...m(d) candidate paths for flows realizing demahd
e1,2,..E links
constants
Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise
hy volume of demand, h = (hy,hy,... hp)
Ye capacity of linke, y = (y1,Y2,...Yg)
variables
Xdij continuous flow allocated to patlof demand,

X = (xqg: d=1,2,...D, j=1,2,...m(d))

constraints
2 Xgj =hg &=1,2,..D (7.1.8a)
24 2j 8edXdj < Ye e=1,2,...E. (7.1.8b)

Note that the above problem has no objective foncfThere is no such a simple way to solve
AP1-LP as the shortest path allocation for DP1-dg$”there are no link unit costs involved in
the problem and also optimal solutions may hausetbifurcated (the reader is asked to find
an example). In fact, AP1-LP must be solved bygieeral LP methods (simplex algorithm).
A typical objective that can be added to problem.@) accounts for the cost of flows:

minimize  C(X) = 24 2 CyjXyj (7.1.9)

wherecg;is the cost of realizing of one DVU of demaghdn its patlj. Another example of an
additional objective is to maximize the total urdisapacity of links left after feasible
allocation of flows - formulation of this objective left for the reader as an exercise.

Certainly, additional routing restrictions suchpash diversity or single-path routing can be
added to the problem in the same way as for themkoning problems. Also integral
(modular) demand volumes can be assumed; then Meowtbe problem may become NP-
complete.

Finally let us notice that in the allocation caiseain be important to have access to all the
paths in the network graph in order to be ablestothe available capacity of the links with no
limitations. One way to do it is to use the soeddolumn generation methaaf LP (called

path generation in our context) to adjust the cdetei path lists (cf. [7.6]).

Another (and somewhat simpler for a reader not tis@dore sophisticated use of linear
programming) is to differently formulate the optmation problem, using the so calledde-
link formulationgiven below. We point out here that so far we hased thdink-path
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formulations with candidate path lists given explicitly in theblem. The node-link
formulation assumes the directed graph, so thdirtke (often called arcs in this case) are
directed and this direction must be followed whea link is used in a path. The node-link
formulation can be easily adapted for undirectekidi(see Chapter 4 in [7.1]). Note that in
the link-path formulation it is not important ihks are directed or undirected; what is
important is only whether the paths are correabiystructed.

AP1-NL-LP (Allocation Problem 1 - Node-Link formulation Pl

indices
d=1,2,..D demands
v=1,2,...V. nodes
e=1,2,...E links

constants
Aev = 1 if link e originates at node O otherwise
Bev =1 if link e terminates in node O otherwise
o source node of demaxd
tq sink node of demand
hq volume of demand
Ye capacity of linke, y = (y1,Y2,...Yg)
variables
Xed continuous flow realizing demarmihllocated to linke

X = (Xge 0=1,2,...D,e=1,2,...F)

constraints

=hy if vagy

Se AeXed - Zo Boeq =0 if vesyty v=1,2,..V  d=1,2,.D (7.1.10a)
=-hy if v=1y

4 Xed< Ve e1,2,..E. (7.1.10b)

This time the flows realizing a particular demahare associated with links, not with the
paths pre-allocated to the demand. Hence the dgmaristraints and link loads take a
different form, see (7.1.10a). Also, demand comstisaare different, and take the form of the
flow conservation law (cf. (7.1.10b)). We note ttieg node-link formulation (7.1.10) usually
has more constraints than the link-path formulafwhen candidate path lists are limited).
Another important remark here is that there existensophisticated node-link formulations
involving less flow variables (e.g. with link flovessociated only with destination nodes, not
with the demands), see Chapter 4 in [7.1].

Topological Design
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We end this paragraph by defining two versionsheftopological design problem. The
problem assumes that there are two component® dinthcost: fixed cost of installing the
link, and the capacity dependent factor considecefar.

TDP1-LP (Topological Dimensioning Problem 1 - Mixed lgég Programme)
indices
d=1,2,..b demands
j=1,2,...m(d) candidate paths for flows realizing demahd
e1.2,..E links
constants
Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise
hg volume of demand, h = (hy,hy,... hp)
Ce unit of the capacity-dependent cost factor df Bnc = (¢;,C,...Ce)
Ke installation cost of linle, ¥ = (k1,k2,... kE)
A an upper limit for link capacity (usually a langember)
variables
Xdj continuous flow allocated to patiof demandl,
X = (Xgi: d=1,2,...D, j=1,2,...m(d))
Ye continuous capacity of ling y = (y1,Y2,...Ye)
Ee binary variable if link e is installed{= 1) or not ¢ = 0),& = (¢1,62,...£E)
objective
minimize  C(Y,&) = Z2e CoYe+ 2o Kete (7.1.11a)

constraints

5 x4 = hg d=1,2,..D (7.1.11b)
Ve < Aee e=1,.2,..E (7.1.11c)
242 edXj<Ye €1.2,..E (7.1.11d)

We note that there appears a new type of constf&iit11c), which forces that the capacity
Ye Of @ non-installed linle (with &, = 0) is equal to 0. A variant of the above problem
introduces the budget constraint for the instaltatost.

TDP2-LP (Topological Dimensioning Problem 2 - MIP)

additional constant
B budget limit for the installation cost

variables
Xdj continuous flow allocated to patiof demandl,

X = (Xqgi: d=1,2,...D, j=1,2,...m(d))
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Ye continuous capacity of ling y = (y1,Y2,...Ye)

e binary variable if link e is installedq= 1) or not §& = 0),& = (¢1,&2,...£E)
objective

minimize  C(Yy) = 2e GYe (7.1.11a)
constraints

2 Xgj =hg d=1,2,..D (7.1.11b)

Ve < Aée e1.2,..E (7.1.11c)

24 2j BediXdj < Ye e1.2,...E (7.1.11d)

Zekete < B. (7.1.11e)

Both variants of the topological design problemMRecomplete. In fact, problem TDP1-MIP
is similar to the modular dimensioning problem DRIR (problem (7.1.1) with integral link
capacity variables and constraint (7.1.1c)), amdlEsolved by similar optimization
techniques (see [7.9]).

7.1.1.2. Shortest-Path Routing Allocation Problems

The OSPF (Open Shortest Path First) packet routingopabis one of the most commonly
used Interior Gateway Protocols in today's IP neta:cOSPF uses shortest paths for routing
the packets and applies the Equal-Cost Multi-PEE&MP) principle to deal with multiple
shortest paths. The packet routing mechanismasively simple, and can essentially be
summarised as follows: all the packets arrivingraintermediate nodeand destined for
nodet are directed to the next hop along the shortabtfp@amv tot, regardless of the
packets' originating nodes. If there is more thaa kink outgoing from node and belonging
to the shortest paths fromtot, then the traffic is distributed evenly among thksks. The
shortest paths to destinations are identified @httwork nodes on the basis of the current
links' weight (metric) systemw: each linke is assigned a positive numhes(weight) and, as
a result of the OSPF link-state flooding mechanialinthe nodes are aware of the weights
= (Wy,Wo,...We) of all network’s links.

In this paragraph we consider the issue of tha@xie of a feasible OSPF link weight system
for given demand matrix and link capacities. Inestivords, we ask whether there exists a
weight systenw that generates flows realising the demands suwattthie resulting link loads

do not exceed the given link capacities. We comgiuefollowing Allocation Problem for the
Shortest-Path Routing.

AP2-SPR (Allocation Problem 2 - Shortest-Path Routing)
indices
d=1,2,..b demands
j=1,2,...m(d) candidate paths for flows realizing demahd
e=1,2,...E links
constants
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Aed =1 if link e belongs to pathrealizing demand
= 0 otherwise

hg volume of demand, h = (hy,hy,... hp)

Ye capacity of linke, y = (y1,Y2,...Ye)

wW set of admissible weight systems

variables

Xdij continuous flow allocated to patlof demand,
X = (xqg: d=1,2,...D, j=1,2,...m(d))

We weight of linke, w = (wy,W,... W)

constraints

Xaj = X (W) d=1,2,.b  j=1,2,..m(d) (7.1.12a)
3 X4 =hg =1,2,.D  (7.1.12b)

242 QX SYe €12,..F (7.1.12c)
w O W. (7.1.12d)

Above, xgi(w) denotes the flow realising demagidn pathj, implied by the link weight
systemw. For a given weight system the flowsxgj(w) are computed according to the ECMP
rule. The rule is illustrated in Figure 7.1.3: 8lertest paths-a-c-tands-a-d-trealise 0.25 of
the total demand volume between noslaadt,

while the shortest patrb-e-trealises the remaining

0.5 of the volume. Note that the flow functioggw)

are not given explicitly and hence problem AP2-SPR
is not an optimization problem in the standard form
(optimization problems in the standard form ardechl
mathematical programmes). In order to make the ECM
flow splitting procedure consistent, we assume tinat
link weights are positive, which eliminates loopghe
shortest paths. Consequently, constraints (7.1.12b)
guarantee that all demands are realised, and eantstr _ _
(7.1.12c) - that links’ loads do not exceed thejparities. Fig.7.1. Equal-split rule
The weight system spa®¥in constraint (7.1.12d) limits
the set of link weights systems; for instance aéesspace assuring the consistency of the
weight systems is:

1<we< K andw - integer, e=1,2,...E (7.1.13)
for some integekK.

As shown in Chapter 7 of [7.1], problem (7.1.12INB-complete. Recently, several
approximate (and exact, based on the branch-anapgubach) methods for solving this
problem appeared, as well as for its various medgliibns (for a survey see Chapter 7 in
[7.1]).
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7.1.2. Multi-state restoration/protection design

An important extension in the nominal design ofiAayer networks is to take into account
failure situations at the design stage and planntallation of link (and node) capacity
sufficient not only for the nominal state of netwaperation (i.e., the state when all resources
are available) but also for the assumed majorrastates (e.g., cable cuts) when some part of
link capacity is failed and not available. Needlssay such a design will need more

capacity than for the nominal design considere8idntion 7.1.1, as spare capacity (on top of
the nominal capacity) to be used in failure sitadito restore failed demands is required.

7.1.2.1. Failure situations

Following [7.1], we shall label the considered diad situations witls = 0,1,...Swheres =0
denotes the nominal (normal) state. Each failuteaons is characterized by a vector of link
availability coefficientszs = (a1s,02s,... 0Eg) With 0< 0es< 1. Coefficientaes Specifies the

fraction of the nominal capacity of link e, aeye, that is available on linkin situations. As

we will see, in certain problems it will be impartdo assume that the availability coefficients
are binary, i.eues] {0,1}. In any case, we in general assume that niwaia one link can fail

at a time (in a particular situati@h Note thatxeo = 1 fore=1,2,...F;, i.e., in the nominal
states = 0 all links are fully available.

It is important than the demand in failure situatsacan be different (typically reduced) from
nominal. Hence, we denote the demand volume of ddihan situations by hys (with

hy4s < hg). Note that link availability coefficients can beed to model node failures. If a node
v fails, we simply puwes = O for all links incident with the failed nodeand, what can be
important,hys = O for all demandd incident with the failed node (nodes one of the end
nodes od).

7.1.2.2. Restoration (protection) mechanisms

Restoration (protection) mechanisms are responfblestoring (protecting) demand
volumes into the assumed degree (for denthawd situatiors this degree is determined by
the difference of the nominal demand volumend the situation-dependent demand volume
h4g). Roughly speaking, the protection mechanismsassive” and provide protection of
flows by splitting (path-diversity) or duplicatir(got-standby) all, or a part of nominal flows.

In turn, the restoration mechanisms are “activef ean reroute failed flows around the failed
links. Here two basic types of mechanisms are usgdprotection and path protection. Link
protection is used to protect networks againstlsiflgut total) link failure; when a link fails

its capacity is re-routed on a “detour” path (irstwvay all demand flows that use the failed
link are restored automatically). Path protect®miore complicated: when one or more link
fails, the affected flows are re-routed (individyabn the end-to-end basis) using the spare
capacity installed for this purpose. Certainly, ldtger mechanism in general requires less
protection capacity than the former; on the otrarchpath protection is more complicated to
implement.
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Spare capacity may be dedicated to resources (fehexample a path-flow has a dedicated
capacity to protect it in all situations) or shafedhen the whole pool of spare capacity can be
used for restoring all flows/links in all situat® Below, we shall present most
representative design problems related to netwatiksst to failures.

7.1.2.3. Path diversity

Probably the simplest way to achieve some degreebofstness is path-diversity. Recall that
path diversity is a requirement to split demandiwaés into several (link or node disjoint)
paths and has been discussed in Problem DP5-PD-L). An assumed degree of
protection can be achieved through path-diversith@expense of realizing more nominal
demand than really required, as illustrated below:

RDP-GPD-LP (Robust Dimensioning Problem - Generalised PatteiBity - LP)

indices

d=1,2,..b demands

j=1,2,...m(d) link- or node-disjoint candidate paths for demdnd

e=1,2,...E links

s=0,1,...5 situations ¢ = 0 denotes the nominal state)
constants

Aed =1 if link e belongs to pathrealizing demand; 0, otherwise

hao nominal volume of demand] hy = hy

has demand volume of demarldn situations

Ce marginal (unit) cost of link

Oes binary availability coefficient of linke in situations (aes] {0,1})

Jdjs binary availability coefficient of pattd(j) in situations, dgjs = /7 aedi1 Gtes
variables

Xdjo continuous nominal flow allocated to pathf demandl

Ye continuous capacity of lin&
objective

minimize  C(Yy) = 2e GYe (7.1.13a)
constraints

Zj desxdjo > hgs d=1,2,...p s=0,1,...S (7.1.13b)

242 dedXdo<Ye €1.2,..E. (7.1.13c)

Crucial to understanding the above problem are#tle availability coefficientsys. Such a
coefficient for situatiors is equal to 1 if, and only if, all links compositige considered path
no.j of demandl (denoted in the sequel By;) are fully available in situatios For that to
work we need binary link availability coefficientss
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Certainly, modular link capacities and/or modulanks can be assumed instead of continuous
quantities. This, as usual, makes the problem mumte difficult to solve.

7.1.2.4. Hot-standby

With hot-standby, basic, nominal flows are protddig their “copies” realized on dedicated
paths capacities. This mechanism is simple tozeajiet expensive in terms of additional
spare (dedicated) link capacity required.

RDP-HS-MIP (Robust Dimensioning Problem - Hot-standby - MIP)
indices

d=1,2,..b demands

k=1,2,...m(d) candidate nominal paths for demahd

1=1,2,...n(d,K) candidate backup paths for nominal pagh(each patiQyy is disjoint
with pathPgy)

e=1,2,...E links
s=0,1,...5 situations
constants
Aedk =1 if link e belongs to nominal paty; 0, otherwise
Deqxi = 1 if link e belongs to backup pa@yx protecting nominal patRgyy; 0, otherwise
hg volume of demand
Ce marginal cost of linle
Oes binary availability coefficient of linkein situations (aesd {0,1})
Odks binary path availability coefficient indicating witier nominal pattyy is

available in situatiors, dqks = /7 aedke1 Ges

variables
Xdkio continuous nominal flow of demanlallocated to pairRyk,Qqx)
Ugkl binary variable corresponding to flowo
Ye continuous capacity of link
objective
minimize  C(y) = Jc GYe (7.1.14a)
constraints
2k Xdkio = hy &=1,2,..D (7.1.14b)
2l Ug <1 =1,2,..D k=1,2,...m(d) (7.1.14c)
Xdkio S hdudk| d:1,2,...D k:1,2,...m(d) |:1,2,...n(d,k) (7.1.14d)
24 2k 21 (Odks@edk T (L1-0dk9Pedk)Xako < aeye €=1,2,...E s=0,1,...S (7.1.14e)

Note that the above formulation is pretty compkcbalthough the mechanism itself is simple.
The formulation assures that for each nominal flewuted simultaneously on exactly one of
its backup paths.
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7.1.2.5. Link protection

For the link protection mechanism it is guarantded the network demands are fully
protected in the case of any total failure of ahthe links. In such a case all the failed
capacity is restored using spare capacity, which&ed for restoring of all links (in different
situations).

RDP-LP-LP (Robust Dimensioning Problem - Link Protectidd?)
indices
d=1,2,..b demands
j=1,2,...m(d) allowable paths for flows realizing demathd
ef=1,2,...E links
k=1,2,...,n(e) restoration paths for lin&
constants
Aed =1 if link e belongs to pathrealizing demand; 0, otherwise
hy volume of demand
Ce marginal (unit) cost of link
Brex = 1 if link f belongs to patk restoring linke; 0, otherwise
variables
Xdjo continuous nominal flow allocated to pgthf demandd
Ye continuous nominal capacity of lirgk
Zek continuous flow restoring nominal capacity of liekn restoration patk
Ve continuous spare, protection capacity of kot used in the nominal state)
objective
minimize  C(y) = Ze C(Yet Ve) (7.1.15a)
constraints
2 Xdjo = hy d=1,2,..D (7.1.15b)
345 edao<Ye €12,.E (7.1.15c)
Sk Zek = Ve e1,2,..E (7.1.15d)
2k BreiZek < VY f=1,2,..E e1.2,..E fZe (7.1.15e)

7.1.2.6. Path protection

The path protection mechanism is more complicdtad tink protection. It does not assume
any particular type of failures (as single linkdiaés) and consists in restoring the demand
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volumes on the path-flow basis. There are sevemddtions of path protection. Below we will
discuss three of them.

The first variation assumes that in case of faiblrédlows can be disconnected and restored
from scratch (into the assumed degree) in the gmgiink capacity.

RDP-PP1-LP (Robust Dimensioning Problem - Path Protectien_R)
indices
d=1,2,..b demands
j=1,2,...m(d) allowable paths for flows realizing demaahd
e1,2,..E links
s=0,1,...5 situations
constants
Aed =1 if link e belongs to pathrealizing demand; 0, otherwise
has volume of demand in situations
Ce unit cost of linke
Oes fractional availability coefficient of linkin situations (0 < aes< 1)
variables
Xdjs continuous flow allocated to patlof demandl in situations
Ye continuous capacity of link
objective
minimize F = 2¢ GYe (7.1.16a)
constraints
5 Xdjs = has d=1,2,...0 s0,1,...S (7.1.16b)
24 2j JedXds < Oedfe €=1,2,...E s=0,1,..S (7.1.16¢)

The second variation assumes that the unaffea@d fare not moved and only the broken
flows are restored (individually). Note that thesuing capacity “released” by broken flows
is used for the restoration. Also, only total liaures are assumed.

RDP-PP2-LP (Robust Dimensioning Problem - Path Protection_P)
indices

d=1,2,..b demands

j=1,2,...m(d) candidate paths for demadd

e=1,2,...E links

s=0,1,...5 situations
constants

Aed = 1 if link e belongs to pathrealizing demand; 0, otherwise
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has volume of demand in situations

Ce marginal (unit) cost of link

Oes binary availability coefficient of linke in situations (aes] {0,1})

Jdjs binary availability coefficient of pattd(j) in situations, dgjs = /7 aedi1 Gtes

variables (all continuous non-negative)

Xdjo nominal flow allocated to pajhof demandi

Xdis flow allocated to pathof demandl in situations (these flows are provided on
top on the surviving nominal flows)

Ye capacity of linke

Zds volume of demand surviving in failure situatiors

Yes capacity of linke not occupied by surviving nominal flows in situatis

(providede is not failed in situatios)

objective
minimize  C(y) = Jc GYe (7.1.17a)
constraints
2 Xdjo = hao &=1,2,..b (7.1.17b)
24 2j BediXdjo < Ye e1.2,..E (7.1.17¢c)
Zds = 5 Odjs Xdjo *=1,2,..D s1,2,.8 (7.1.17d)
55 Xdjs = Nas - Zis &1,2,..D s1,2,..8 (7.1.17e)
Yes = Ye - 2d 2j BedPdjsXdjo e1,2,...E s=1,2,...S (7.1.171)
24 2] BediXdjs S GeYes €1,2,..E s1,2,.8 (7.1.179)

Finally, the simplest (by not in terms of the fodation) path protection mechanism assumes
that each broken nominal flow is restored only lbme common to all situations. Thus, it is
assumed that the nominal (basic) paths and thekupapaths never fail simultaneously.

RDP-PP3-LP (Robust Dimensioning Problem - Path Protectien_B)
indices
d=1,2,..b demands
j=1,2,...m(d) pair Pg;,Qqj) of situation disjoint paths for flows realizingmiandd,

nominal pattPgy;, and backup patQq; (each such pair is disjoint)
e=1,2,...E links

s=0,1,...5 situations
constants
ed = 1if link e belongs to nominal pafy; O, otherwise
Dedj = 1if link e belongs to backup pa@y;; 0, otherwise
hg volume of demand
Ce marginal (unit) cost of link
Oes binary availability coefficient of linke in situations (aes] {0,1})
Jdjs binary availability coefficient of patRg; in situations, dgjs = /7 aedr1 Ges
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variables
Xdjo continuous flow allocated to basic pgthf demand in the nominal state
Ye continuous capacity of lin&
objective
minimize  C(Yy) = 2e GYe (7.1.18a)

constraints
2j Xdjo = hg &1,2,..D (7.1.18b)
24 ZJ (aedﬁdjs + bedj(l - 5djs))xdj0 < degYe e1,2,...E s0,1,...S (7.1.180)

This completes our presentation of the restorgtiatéction design problems. Of course,
many other valid variants of the presented probleamsbe considered. For example, such
elements as modular link capacity, modular flowsingle-path routing can be taken into
account.

7.1.3. Design of Multi-Layer Networks

In this subsection we shall present selected pnablen multi-layer design, involving more
than one layer of resources (one layer of resourasdeen assumed in Subsections 7.1.1 and
7.1.2). In fact, we will consider the case of tesaurce layers plus the demand layer.

7.1.3.1. Nominal design of multi-layer networks

In this section we will present two nominal despyoblems for three-layer networks: a
dimensioning problem and an allocation problem.

The following formulation is a counterpart of thenple single-layer design problem DP1-LP
(7.1.1). Although the considered model actuallyoires only two layers of resources (Layers
1 and 2) we refer to it as a three-layer netwarkluding the auxiliary Layer 3 used for
modelling the demands. This allows for the unifiegrpretation of the constraints.

TLDP-LP (Three-Layer Design Problem - Linear Programme)
indices
d=1,2,..D demands (links of Layer 3)
j=1,2,...m(d) allowable paths in Layer 2 for flows realizingnaendd
e=1,2,...E links of Layer 2
k=1,2,...n(e) allowable paths in Layer 1 for flows realizingl e
0=1,2,..G links of Layer 1
constants
hg volume of demand
Aed =1 if link e of Layer 2 belongs to pajhrealizing demand, O otherwise
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Bgek =1 if link g of Layer 1belongs to pathrealizing linke of Layer 2, 0 otherwise
Cy unit cost of linkg of Layer 1
variables
Xdj continuous flow allocated to patiealizing volume of demarui
Ve continuous capacity of link
Zek continuous flow allocated to paltrealizing capacity of linle
Ug continuous capacity of lingg, u = (uy,Uy,... Ug)
objective
minimize  C(u) = 24 GyUg (7.1.19a)
constraints
3j X4 = hg &=1,2,..b (7.1.19b)
24 2j BediXdj < Ye e12,...E (7.1.19c¢)
Sk Zek= Ye e1,2,..E (7.1.19d)
e 2k byeiZer < Ug 0=1,2,..G. (7.1.19¢)

Because of the presence of two upper layers thereva sets of demand-flow constraints
(7.1.19b and 7.1.19d), and because of two lowertathere are two sets of load-capacity
constraints (7.1.19c and 7.1.19e). The rule istti@tapacity of links of the upper layer are
realized by means of the path flows in the neighinguower layer; this is expressed by the
demand constraints. Also, both resource layersgisay and 2) are networks on their own, so
the link capacity constraints must be obeyed i edthem.

2 %q = hy demandd must be realised
flow through linke cannot exceed its capacity

Layer 1

.................................................................................................

ide avalf_a1b1eh&£ubhc, bii#n iriternal ITU Docyment intended only for us|
e AN GARACIBYpective staff and cpllaboratotseir ITU relateg

work. It shiall not'be made availaRhla A "aRA VigadAn T AthAr "REreANE A ‘antitiac withnuit {he pvimi[ten consent of the
ITu. 242y =Y. link e must be realised
ITU Teleqom Network Plann  flow through linkg cannot exceed its capacity L January 2008
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Problem TLDP-LP is illustrated in Figure 7.2 whigimows that the volumi® of demandl =

1 between nodes 1 and 2 can be realized by medns dfayer 2 flows (direct flow;; and
flow x3, on path 1-4-3-5-2). Then the capacity of lewk 1 resulting from its load (the sum of
all flows through the link) can be realized by meahtwo Layer 1 flows (flowz;; on path 1-
6-2 and flowz;, on path 1-4-3-5-2). The resulting loads of thedral links determine their
capacities and hence the network cost.

As DP1-LP, Problem TLDP-LP can be easily and eiffety solved using the generalized
version of the shortest path allocation rule désctiin Section 7.1.1 for the former problem.
(In fact in can be generalized to arbitrary numiifdayers.)

In practice, certain requirements on links’ modi§an one of the layers, or in both layers
can be imposed, as well as on the integral flowa [P problem resulting from such full
integrality requirements is obtained when the a@irsts

242 edXj < Mye e=1.2,...E (7.1.19f)
2ok byeiZek< Ny 0=1,2,...G (7.1.199)
all variables are non-negative integers (Bh)1

are used. Abovey (Layer 1) andN (Layer 2) are link capacity modules. The intedyadif
variables makes the considered problems NP-complete

The next generalization is the counterpart of thgle-layer allocation problem AP1-LP
(7.1.8) for the case of two layers of resources.

TLAP-LP (Three-Layer Allocation Problem - LP)
constants
hy volume of demand
Aed =1 if link e of Layer 2 belongs to pajhrealizing demand, O otherwise
Dgek =1 if link g of Layer 1belongs to pathrealizing linke of Layer 2, 0 otherwise
Ug capacity of linkg
variables
Xdij continuous flow allocated to pathealizing volume of demarul
Ye continuous capacity of link
Zek continuous flow allocated to pakirealizing capacity of linle

constraints
2 %4j=hy =1,2,..Db (7.1.20a)
24 2j BedXdj < Ve e1,2,...E (7.1.20Db)
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2k Zek=Ye e1,2,..E (7.1.20c)
2o 2k byeizek < Ug 0=1,2,..G. (7.1.20d)

Note that in TLAP-LP capacities of the Layer 1 brdre fixed, whilst the Layer 2 links’
capacities are variables. TLAP-LP as an LP proldeochcan be solved accordingly. In
general, there are instances of TLAP-LP with onfyrbated feasible solutions.

Observe that in the considered case, modularitig@fink capacity variables in Layer 2 can
be required (and possibly integrality of the floariables in both layers). The IP problem
resulting from such full integrality requiremenssabtained when the constraint

345 Oed¥sj < Mye  €=1,2,...E. (7.1.20e)
is used.

7.1.3.2. Restoration design for three-layer netwsrk

In this paragraph we present an example of a estardesign three-layer problem. The
concerns designing a three-layer network robufitores, where flows of Layers 1 and 2 are
assumed to be reconfigurable, and the reconfigurasi unrestricted. As will become clear in
a while, this assumption implies that the capagitiethe links of the upper layer (Layer 2)
are flexible, and in general situation-dependeintk$ of the lowermost Layer 1 are not
flexible: what can only happen is that a part direrof their nominal capacity can be lost in a
failure situation.

TLRDP-LP (Three-Layer Restoration Design Problem - LP)
indices as in TLDP-LP (7.1.19), and
s=1,2,...S5 failure-demand situations (including the nomirtates)
constants
has volume of demand in situations
Aed =1 if link e of Layer 2 belongs to pajhrealizing demand, O otherwise
Bgek =1 if link g of Layer 1 belongs to pattrealizing linke of Layer 2, 0 otherwise
ags fractional availability coefficient of linlg of Layer 1 in situatiors (0 < ags< 1)
Cy unit cost of linkg of Layer 1
variables (all variables are continuous and non-negative)
Xdis flow allocated to pathof demandl in situations
Yes capacity of linke in situations
Zeks flow allocated to pathk realizing capacity of linlein situations
Ug capacity of linkg
objective
minimize  C(u)= 2y Cyuq (7.1.21a)

constraints
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2 Xdis = has &12,..D s12,..8 (7.1.21b)
24 2} BediXdis < Yes e1,2,..E s12,..5 (7.1.21¢c)
2k Zeks™ Yes e1,2,.E s12,..8 (7.1.21d)
2o 2k byerleks< agly  0-1,2,..G  s=1,2,..S. (7.1.21e)

The demand-flow constraints assure that the sinatependent demand voluntgs (which

are equal to the capacities of the correspondirygiLa links) are realized by the situation-
dependent flows in Layer 2 (constraints (7.1.21&)y that the demand imposed on Layer 1
and specified by the Layer 2 links’ capacityeds realized by the situation-dependent Layer
1 flows (constraints (7.1.21d)). The load-capacaystraints (7.1.21c) and (7.1.21e) take care
about the feasibility of flows in Layers 2 and éspectively, i.e. they assure that the situation-
dependent loads of links do not exceed their céipaciObserve that although for any optimal
solution to TLRDP-LP (which is an LP problem) imstraints (7.1.21c) equalities will

always hold, this is not the case for constraiit$.21e). In the latter case come links may not
be saturated in some situations even for an optawiation.

Problem TLRDP-LP is illustrated in Figure 7.3. Yoan notice that the volunigs of demand
d in situations can be realized by means of two floxyg, andxg,s in Layer 2. In the
considered situation two of the Layer 1 links tatllly, so the capacity.scan be realized
only by flow zgs in Layer 1 since the two remaining flovzg,s andzes, use failed links.

As before, many other valid variants of the proldgaresented in this subsection can be
considered. Besides such elements as modulardip&atty, modular flows or single-path
routing, the extensions to more layers, the ughffgrent restoration mechanisms, etc., can
be taken into account.

Layer 3 demandd with volume h

link ewith capacity Y,
in situation s

. link g with marginal
Layer 1 cost &, and capacityw,

mal I TIOW Zesg nt i[r£tended only for us
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7.2. Access Network

The role of access network is the transfer of ses/originating at the core network to user

terminals and vice versa. Access networks (AN)laeemost costly part of the network

(typically 70-80% of the overall network cost). $Hactor imposes a strong pressure on the

optimization in AN planning and design. Unforturigtieecause of many factors of

technological and economical nature, and despiteyrafiorts [7.2.1], [7.2.2], [7.2.3], [7.2.6],

[7.2.26], there is no unified and efficient apprio&c access network design, planning and

dimensioning. Generally the planning methodologgatibed in chapters 7.4 and 7.3 can be
tailored to access networks planning. In practices to multiple constraints, even simple AN

planning tools handled by experienced experts fpeaatical value.

7.2.1 Key factors and constraints in access netwaldeployment

Typically the access network design contains eelangmber of different problems. During

the access network planning process the networkn@ation procedure has to be supplied by
a number of input parameters. Some of them conme @qeerator’s service oriented targets,
some are imposed be the selection of access netadrkology, some are area dependent,

and some are of economic meaning.

Typically, the factors that have to be taken intoaunt in access network planning include:

« the service portfolio to be handled by the desigaeckss network (narrowband,
broadband) — in fact specific access network smhgtican impose limitations on

the set of offered services;
e access network technology (copper, fiber, coaxgless);

» the assumed strategy of evolution of the alreadtalled access network;

+ traffic demands forecast;

» geographical subscribers dislocation and the aypa bn which AN is to be

installed (rural, urban);

* segmentation of subscribers in the business coflage business, small business,

residential customers);
» topological constraints of access network soluti@tar, bus, tree);

» greenfield approach or upgrade of the existingady) AN infrastructure;

* regulatory issues;

» time framework required to access network deploymi@cremental deployment

possibility;
» the relative cost of different access network tedtbgies (CAPEX);
« the access network operation and maintenance O&$X);
» the compatibility with already installed solutions;
* assumed access network availability/reliability;
» the overall cost of AN deployment.
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The relative importance of a specific item from #ieve list is operator or project dependent.
In some cases decision about the preferred chelumdd be taken at the start of the access
network planning process, and in some cases prgpecific constraints has to be taken into
account.

The operator service offer has strong impact orte¢blenology choice for AN. The classical,
narrowband AN solutions are designed for telephaiee services.

Broadband solutions require much more bandwidthséuadild be able to handle high quality
video communication of point-to-point, point-to-hipoint or distributive nature for
example for broadcasting of video services. Theice convergence is seen as key factor in
modernization of access of networks in developeahtrees. This convergence is often
referred as Triple Play i.e. the convergent netvapé&rator is able to offer Internet services,
VoIP and VoD/TV services using the same networkatfucture. In practice the operator
should has the possibility to offer a rich serviae, which has to be considered during the
network planning and dimensioning process.

The complex service model makes the broadband s.oedsork design process much harder
than in narrowband case. The traffic optimizationdroadband services may require the
placement of active/service nodes (servers anchsolrbat approach has a strong impact on
network planning.

An overview of the factors and constraints thatentovbe considered during access network
planning is presented in the following sections.itAgas stated before it is the operator’s role
to assign the weights to the mentioned factorsraaug to its preferences and the project
specific constraints.

7.2.2 Access networks - technology specific issues

There are many technological solutions of accetsarks, and to every solution appropriate
design and network planning methods has to be ohers& applied. There is a fundamental
difference in planning methodology between wired aireless AN solutions. In wireless
systems not only the capacity is a subject of oghation but also the radio coverage. A
specific kind of planning has to be applied to nwhbietworks, in which the users mobility
has to be taken into account.

7.2.2.1 Impact of the physical layer on the accaes$work design

7.2.2.1.1 Wired access solutions

The wired access networks are classics of the taoegss. Typically two types of medium are
used for access networks — copper wires and offiiocak.

In the last years access networks have evolvedfismmtly and the technology progress made
possible the use of cable TV networks (so calldatidyfibre-coax solution) and power grid
networks as access solutions for telecommunicatodsdata services (see chapter 61.2.1). In
these cases the mentioned access network fundtioisgbrovided as a kind of overlay to the
existing infrastructure.

At present, in most fixed access networks theeedsmbination of the cooper part and the
optical fibre based part. Such hybrid solution nsatkee planning more complicated than in
the homogeneous case. The fibre part typicallg ps@nt-to-point, ring or tree topology,
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while the copper part is based on the star topoleitfy dedicated wires to every subscriber.
Such an approach is economically viable and prevassibility of smooth and scalable
introduction of fibres into AN area. Because thavarsion between optical and electrical
signals introduces a significant cost the numberooiversions has to be minimized.

The common problem with wired AN deployments isag time framework and the cost of
the cable installations (civil works). The probl&respecially important in urban areas where
the digging is hard to perform (for example in a@gntres). The possibility of the use of
existing ducts (the upgrade case) is of greatgsbitance, because it reduces the cost of the
cabling infrastructure significantly. Thus the reus existing ducts has the highest priority in
network planning. The planning tools should uséhal information related to the existing
infrastructure (ducts, masts etc.) in order totlionvil works and to speed up the access
network deployment, which is another importantdaéor AN deployment.

7.2.2.1.1.1 Copper networks

Twisted pairs based copper networks are typicalgduas a basic solution for access
networks. In access networks based on the purescapipastructure a star network topology
iIs common. The drawback of the cooper cablingadlithited bandwidth and the
susceptibility to electromagnetic interferencese Shbscriber line quality is decreasing with
the subscriber loop length (signal attenuatiorerietences) and the maximum access
network range must be taken into account duringgoit planning using this medium. The
most important constraint that has to be takenaetmunt during copper network planning is
thus the length of the local loop, which in a tybitwisted pair based access solution is a
dedicated medium (non shared).

Because of broadband services there is also areegemt to implement or rebuild the legacy
access infrastructure with gradually increasingpae based on the fibre (hybrid copper-fibre
solutions).

The use of unshielded twisted pairs for broadbaatd ttansmission is possible due to the use
of xDSL modemes. In this approach the bandwidthleogck of the network part based on the
cooper medium is removed. The shortening of thalllmop is in this case of great
importance — shorter loops provide higher datasrdbis approach is mostly applied to
existing infrastructure as a short or medium tecceas network upgrade. The specific
constraint of this approach is the placement obtteadband concentrator at the centre of the
copper cabling star topology.

7.2.2.1.1.2 Optical networks

Last years the optical fibre technology has beegsessfully deployed for the long-distance
communication and now is the technology of choicthis area. The most important fibre
properties, which make them so popular, are: tpalgitity to transmit information at very
high bit rates, insensitivity to electromagnetitenfierences, which provides very low bit error
rates, high reliability, low the optical signaleatuation and a small diameter and weight of
the optical cables. The cost of optical fibres leehed an acceptable value and is no more a
prohibition factor for the deployment of fibre bdssccess networks [7.2.5]. In practice, due
to high bandwidth, fibres are used as a shared conwation medium.

Dedicated point-to-point fibre access networkstacecostly, and except Ethernet based
solutions (for example the MAN case, which is diéssxt in section 6.1.1), ring or tree
topologies are widely used for all-optical and hgtmopper-fibre access solutions.
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In optical ANs critical is the number of splittipgints, due their significant cost and the
introduced signal attenuation. In hybrid opticapper based solution the cost of electro-
optical transceivers is also important, so duritagnping their number should be minimized.

Planning of optical networks is less critical i ttontext of dimensioning - the cabling
introduces no bandwidth limit and a quite simpladaidth increase can be done by the use
of so called Coarse Wave Division Multiplexing tactogy (CWDM) designed especially as
a cheap WDM technology for broadband access antbpwitan networks.

In typical, copper based ANs with a dedicated medinere was generally no protection. In
fibre based ANs of tree topologies, due to highspae traffic aggregation levels, the
protection of links should be considered, howewehsrotection is not the operators present
practice.

7.2.2.1.2 Fixed wireless access

The main advantage of the radio access is fastanktgeployment and potentially low initial
investment (CAPEX). In opposite to CAPEX, OPEX ofeless networks is generally more
significant than in wired case due to the coshefriadio license. The main disadvantage of
radio networks is relatively small bandwidth.

The wireless AN approach (Fixed Wireless Acces®VVAFFcharacterized in chapter 6.1.2.5)
has to cope with radio propagation problems inaitmess system specific band, which have
influence on the system capacity and the qualityadio links. In order to increase the system
capacity it is possible to use mechanisms like tipath mitigation, directional antennas,
advanced link quality improving mechanisms andrso o

The planning target in FWA case is to find the lzedion of base stations, which will
provide the requested coverage and traffic capdtity realised by appropriate allocation of
radio channels radio, selection of antennas ete.tldnsmission between base stations is
typically provided by the core network (via radioiqt-to-point links or fibres). It is a
common vendor practice to deliver radio networkplag tools for their FWA systems, thus
no generic planning rules can be provided. Thergegm of mobile network planning and
cell dimensioning in WCDMA case is presented inptler 7.4.

7.2.2.2 Impact of networking technology on the assanetwork design

7.2.2.2.1 TDM networks

In TDM networks, which were designed mainly fora®services, an important requirement
Is to determine the number of voice circuits neddec given call traffic demand while
meeting a certain grade-of-service (GoS). Fortupatigere is an elegant result due to Danish
mathematician A. K. Erlang that he developed almadsindred years ago. In this context, the
demand is often referred to as offered traffic fbered load, and is given in the dimensionless
unit, Erlang. The traffic offered can be best chazed in Erlangs by the following product:

Offered traffic (a) = Average call arrival ratedverage call duration time

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



208

Then, forc circuits, the call blocking probability is givery khe following Erlang-B loss
formula:

E (a,c) =&/ c!/ (5 @Y k) (7.2.1)

where the summation is from k=0 to c. It may besddhat this formula is developed under
the assumption that the arrival traffic follows @g$3on Process, while the result being
insensitive to the actual statistical distributairthe call duration time. It is easy to see that
this result is applicable to a network link.

Often, we're interested in determining the numdasieuits if the offered traffic and the
acceptable grade-of-service (in blocking probaptlireshold) is given. It is not hard to see
that a simple iterative test method can be emplaygaag (7.2.1) so the proper number of
circuits required can be determined. A commonldusdue for the grade-of-service is 1%
call blocking probability. Thus, for 100 Erl of effed traffic, and for 1% call blocking
probability, we can iteratively use Formula (7.2d @etermine that 117 circuits are needed.

Nowadays, the teletraffic software includes theaigtB calculation. The interested reader
may also use the freely usable web-based Erlamglesbr available at
http://www.erlang.com

In many cases, we're primarily interested in buswytoffered traffic and its impact on
performance. In many networks, the average Erldfegenl traffic per customer can be
determined from operational measurements. For ebegrnfipverage offered traffic per
customer is 0.03 Erl, then for an offered traffict00 Erl, the average number of customers
that can be supported with 117 circuits is a littker 3,300 customers (An astute reader may
note that Eng-set model may be more appropriate @rfinite population is eventually
considered due to 0.03 Erl per subscriber; howehece the population size is large, the
Erlang-B loss formula still turns out provide ayeood approximation.).

In many practical networks, the offered traffiterd to estimate. Only, measured
traffic, or carried load can be determined. Intengdy, it can be shown that the carried traffic
is nothing but the average number of busy circtitals, for a measured carried load a’ and
given number of circuits, ¢, we have the follownegation

a=a(l-E(ac)) (7.2.2)
The above equation can be iteratively solved terd@ne the offered traffi@.

To summarize, the advantage of the Erlang-B logatta is that it gives us the relation
between offered traffic, call blocking, and the menof circuits. This model is applicable to
any single link design problem; in particular, tbemula can be applied for designing access
network links, both aggregated wired and wireless.

7.2.2.2.2 ATM Networks

The Asynchronous Transfer Mode (ATM) network issasson oriented cell switching
network, capable of carrying many different sersideis based on virtual connections (VC),
and each of the virtual connection of the ATM natiug characterized by a set of parameters
such as maximum required bitrate, burstiness difereint quality requirements (QoS) with
respect to allowable delay and cell loss rate pipasite to the IP network, in the ATM
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network call (session) admission mechanisms aréeimmgnted in order to prevent the
network congestion. A set of services attributesAoM-based networks has been defined by
ITU-T. The following list consist the most importaomes in the context of the ATM network
design and dimensioning.

* The type traffic, which has to be handled by thewoek: Constant Bit Rate (CBR),
Variable Bit Rate (VBR), etc. When the access néetvperforms the traffic
aggregation of VBR connections the aggregation gaaibtained. If no concentration
of the traffic is used or all of the virtual contieas are considered as CBR then the
TDM dimensioning rules can applied.

* The traffic attributes of ATM networks specify thiearacter of the traffic and can be
represented as:

. Peak Cell Rate (PCR)

. Cell Delay Variation Tolerance (CDVT)
. Sustainable Cell Rate (SCR)
. Burst Tolerance (BT)

. Minimum Cell Rate (MCR)
The CBR traffic is described by Peak Cell Ratdlaite only.

» Establishment of communication (dynamic, statid)isTattribute should be taken into
account in the access network dimensioning process.

* The traffic symmetry level (traffic: unidirectiondi-directional symmetric, bi-
directional asymmetric).

« Communication configuration (point-to-point, mutiipt, broadcast). In most
applications only point-to-point links are used.

* Quality of Service (QoS) defines the transport fyalf ATM based access networks
as well as the availability level. The QoS can jpecefied by the following

parameters:

. Maximum Cell Transfer Delay (MCTD)
. Mean Cell Transfer Delay (Mean CTD)
. Cell Delay Variation (CDV)

. Cell Loss Rate (CLR)

Initially the ATM technology was used as a corenwk technology for IP and Frame Relay
access/edge networks. At present there are aladgygolutions as xDSL, which are native
ATM access solutions, thus there is possibilitgaastruct end-to-end native ATM networks.
The methodology, which is used for designing amdestisioning of ATM core networks, can
be successfully adopted for broadband, full-sendt#& access networks.

7.2.2.2.3 Frame Relay Networks

Frame Relay (FR) is a medium-speed (up to 2 Mbmshection-oriented packet data transfer
service. It uses permanent virtual connections (PM€ establish logical connections
between terminals to provide end-to-end FR servitls typical parameters that describe the
FR connection are: the interface bit rate, Committdormation Rate (CIR), which describes
the guaranteed mean bitrate and the total infoondtansfer delay.

It is a common operators practice to use ATM asra oetwork for the Frame Relay traffic
aggregation and to use ISDN layer 2 technologiesder to reach end-users (HDSL). So, the
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design of Frame Relay networks combines the deditjme core/edge ATM networks and the
classical narrowband design for the ISDN network.

7.2.2.2.4 Native IP networks

The design and dimensioning of IP networks is alil@some process due to lack of native IP
long-range access solutions and the lack of useetaoThe best effort approach is at present
applied to all Internet services. No resource reg@n is used and the congestion is a typical
behaviour in IP networks. These factors make harchpossible to use advanced
mathematical tools for IP networks dimensioningefghis however a common opinion that in
Internet the access part is the network bottlenasknternet access widely used are all
existing narrowband networks (PSTN, ISDN) and bbaeu networks like Frame Relay or
ATM (including xDSL) . In opposite to the generetdcommunications architecture in the
IP network there is no strict distinction betwekea &ccess and the core.

Sometimes the placement of edge routers makessepetnation.

As a native IP access technology the metropoligwaorks (MANS) can be considered. The
design and the dimensioning of mesh-like MANSs Isikr to the design and dimensioning of
IP core networks. There are ongoing works on intoaa of different class of services using
advanced IP network mechanisms (the DiffServ modelhe time of writing of this
document there are no indications related to dimaigg of such a network.

7.2.2.3 The impact on density of population on netw design

The density of population has important influenoettoe access network design. Typically the
area which has to be covered by AN can be definedrding to the following parameters:

- the number of potential users (business andegsal),
- the area size to be covered @m

- the type of urban infrastructure on the AN afessidential buildings, multi-flat
buildings and so on).

A common practice in modern designs of access nktisdhe use of GIS information, which
should include all required by planning tools imf@tion about the density of population and
its distribution within the interested area. Soraguanption about future network development
has to be taken into account a priori.

Using density of population as the main criteriom may identify the following types of areas
(EURESCOM):

1. Downtown area, which is characterized by a shoeraye copper loop length,
typically 500 m - 1.000 m, corresponding to densit®,200 -2,300 subscribers/km

2. Urban area, where the average copper loop length range 1,000 - 2,000 m. It
corresponds to 2,300 -570 subscriberg/km

3. Suburban area, 2,000 - 3,000 m average coppeléagth. It corresponds to 570 -250
subscribers/kf respectively. The subscribers are located typicil single house
dwellings.
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4. Rural area. This area is characterized by averagper loop longer than 3,000 m and
corresponds to less than 250 subscriber$./Rihe subscribers are located in single
house dwellings.

Radio access deployment planning requires soméi@akliinformation with respect to the
average number of buildings, the average numbgatsfper building, the average number of
floors per building and the average number of fiesfloor.

7.2.2.4 Possible access networks evolution strategy

All installed access networks should take into aotduture growth in the sense of number of
served customers and services. Another aspece@viblution is a smooth migration towards
broadband, typically fibre based networks. The etvoh toward the target access network
should be studied techno-economically [7.2.4], 72

7.2.2.5 The time to deploy target access network

The time to deploy of access networks is in marsgsaf premium importance. In classical
wired systems the most important factors respoaddyllong installation times are civil

works and the installation of cables. Using of tldass approaches or using of existing ducts
gives a possibility to reduce the AN installationé significantly. So in order to speed up the
network installation all the existing infrastruatumvhich can be used for cable installations,
should be evaluated carefully.

Radio access networks solutions are solutions @tehwhen the time to network deploy is
the most important factor. They however possessdonitations (low BER of channels,
limited bitrate) and generally they are not thaisoh of choice in a long-term perspective.

7.2.2.6 Access Networks availability

The core and the access networks are involvedowviging services to end-users. Typically
the less reliable is the access part of the netveor#t typically there is no redundancy and the
link protection within the access area. A failufen individual link has impact on one or
several subscriber lines only, which justifies ldxek of AN protection mechanisms.

The high reliability of the access network is hoaennportant in the context of OPEX
reduction and customer satisfaction. The religbiétel of the access network can be
typically increased by the deployment of advandadrbstics mechanisms built in AN
solutions, which are able to provide detailed aadlyeeporting of cabling and devices
failures. Of a special importance are failures df ks, which carry the aggregated traffic.
In such a case (wireless or wired) protection mesnas should be installed in order to
eliminate a single point of failure.

The important factor in the context of active ascgsvices is the high availability of the
power supply and the installation of batteries @askbup sources of electricity is
recommended. The placement of access devices staiealdnto account environmental
conditions.

7.2.2.7 Greenfield access network installation wessetwork upgrade

There are typically two different scenarios of #oeess network deployment. The first one is
a greenfield approach i.e. building of the accefastructure from scratch, whilst the other
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one is an upgrade of the existing infrastructutree Metwork upgrade can be motivated by the
increase in number of subscribers, the introduatiomew services, the conversion a
narrowband access infrastructure to a broadban@iomedernization of existing access
solutions using different access technology thavipusly installed. Both approaches differ
significantly in the context of planning, dimensiog, deployment time frame and the cost.
The cost of the upgrade of access networks is sougimized, constrained by dependability
and traffic requirements, i.e. QoS requirementanfeach end-user.

In the context of planning the upgrade approaaiodhtces many additional constraints
related to maximum reuse of existing infrastructiorenew subscribers, and potential
rebuilding of the existing infrastructure while @uglnew lines. Such the network
modernization can be performed via gradual indtaheof fibres in the access area and
shortening of the cooper part of the network (FEdlutions). The upgrade policy is operator
strategy dependent and should be made as raressiblpovia significant and over-
dimensioned steps [7.2.23], [7.2.24], [7.2.25].

In case of increased demands in wireless accea®rkstto provide the higher network
capacity it is recommended to upgrade alreadyliedthase stations, rather than installing of
new ones. This approach typically provides the beshomy.

7.2.2.8 Access network deployment cost

The access network deployment cost is the mosifis@gnt part of the network overall costs,
thus minimizing this cost is of premium importarasel the problem was a subject of many
studies [7.2.30], [7.2.31], [7.2.33], [7.2.32]. Theployment cost of fixed access networks
can be divided into the part related to civil worltee cost of the cabling, the cost of the active
access equipment and other costs. The mutualoelagtween mentioned costs are country,
area type and system dependent and should be chiectes preliminary phase of the

network design.

The average civil works cost related to cable itetians depends on the surface type and the
method used for cable deployment. The labour c®dypically country and even region
dependent. The cable deployment techniques inctligging trenches in asphalt roads,
digging trenches in tarmac-free areas, no-dig cistallation techniques and the suspension
of aerial cables.

Generally there are four main types of cable depkyt:
1. Digging trenches in asphalt roads. This deploynbertinique is the most expensive one.

2. Digging trenches in tarmac-free area. In this ¢heecost of the civil work can be reduced
about 2 times, comparing to the previous case.

3. Digging of shallow trenches with direct burial ofldes in the tarmac-free area. This
approach provides about 2 times reduction of tre abcivil works than in the previous
case.

4. Suspension of aerial cables. The is the fastest thedcheapest technique of cable
installation.

The use of no dig techniques in telecommunicativa$ been for many years limited to the
use of railways/metro and roads for the deploynoétite cabling infrastructure. From several
years the use of ducts created for other purpdsesxample sewer ducts is also possible for
installation of fibre-based cables. In some casestd the use of no dig techniques the ducts
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can be installed underground without digging deegmdhes. In such tunnels fibres are
subsequently pulled.

In wireless access systems the typical approad¢h rmaximize the number of subscribers
served by each base station during the first sth¢fee radio network deployment.

The minimizing of number of different access netkgodevices and configurations, plays
essential role in the overall cost management padds up the network deployment

7.2.2.9 Access networks OA&M costs

That implementation of access networks involvegapms, maintenance and administrative
running costs (OPEX) for the network operator.

The operations costs are generated by operatitaf§lwhich operate and manage the access
networks. Using modern access technologies witinsit enhanced diagnostics the
maintenance cost can be significantly reduced mparison to older ones. Thus network
modernization can be motivated by the reductiothefOA&M costs.

7.2.2.10 Market oriented issues

For operators the speed of the network and servidiesit is a critical factor in the competing
market. The return of investment (ROI) in caseanfess networks takes typically many years,
so the deployment strategy of the network and sesvis extremely important. The network
operator has to make a proper decision that stsihdden the ROI time, but which will also
address all present and future customers needsratidle a simple and cost-effective network
growth in number of access network terminationst@umers). To make the correct choice a
market analysis, which will assume the potentitdnest in offered services and ARPU is
required. The widely used approach, which makeistyipa of analysis more accurate, is to
divide the subscribers into several categoriesh®&the categories should describe
customer’s potential interest in specific serviaed the potential intensity of the use of
services. The following classification of customersommon:

» Business customers divided into two groups: Snradledium-size Enterprises
(SME) and large businesses.
* Residential customers (next divided into urbanusioén and rural)

The more detailed statistical information aboutssuitres can be also processed by the
marketing tools. Such statistical information abitnat average subscribes income value,
subscriber’s occupation and education, demogragtacacteristics, (e.g. age of residents and
family composition), etc. can help in the estimaten the money amount, which the
customers might spend on new services.

In order to keep the initial costs at the low leepérators may introduce basic services with
limited quality in the first place. The more advad@and high quality services can be
introduced later in a gradual manner.

The increasing competition has not been until rdgéaken into account as a factor
important in the access network design. Latesteldgy progress has made possible of the
use of cable TV networks, power-lines or data tm@iasion networks (in a Voice over IP
manner) for telecommunication services. This situnalhas led to the reduction of prices of
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the telecommunication services and positively skatea the market by making a further
increase of demands [7.2.23], [7.2.34]. This phezroon, called “price elasticity” has to be
taken into account in demand analysis. Mobile comigation systems may in a sense
cannibalize classical telecommunication, reducirggusage and ARPU of the wireline
access.

7.2.3 Access network planning methodology

The deployment of access networks with a reasonallst requires planning and
implementation of the design in a well-organizednnmex. Generally there are two basic
approaches to the network planning.

The classical approach, which is currently usedttierplanning of narrowband networks, is
based on the forecast of demands and the dimengi@fithe network in order to minimize
the required network resources (cabling, equipméritjs approach is oriented towards the
minimization of the investments required to provadgiven amount of resources and is very
suitable for situations where the traffic and numifesubscribers increases smoothly.

The new transport technologies, like DWDM have m#ue optimization of resources less
critical - the operators have obtained a technqlagyich provides the ability to rapid and
substantial increase of the network capacity antbeerate cost level. On the other hand the
growing popularity of the Internet has led to tlastfand substantial traffic increase in short
time frame and problems with reliable forecasting demands. In this situation, the
uncertainty in the demand forecast and the relgtisv cost of the bandwidth have limited
the applications of the traditional planning pibduces a network that is optimized for a
given demand matrix, but it does not guaranteettieanetwork is ready for upgrade in case
the demands were underestimated or growingd&]2[7.2.29].

The second design approach is to build a netwaak ¢an provide a considerable excess of
resources (transport, switching or routing) thusvpling nearly seamless network upgrade at
the price of higher initial cost.

The presented network design approaches can beimeintogether in order to find the
solution that better fits the operator's needsstrategy.

Network planning should address aspects relatebdetmetwork evolutionTraditionally the
planning activities can be divided into Short Tedtanning (STP), Medium Term Planning
(MTP) and Long Term Planning (LTP) as describedhapter 2.4.1.

Short term planning is realized in a response ¢sgmt needs and generally should be applied
for solutions characterized by a short deploymiems t for example for the wireless access.

Middle term planning takes into account the netwaggrade in the context of capacity
upgrading of network links and nodes.

LTP’s objective is to design and dimension the oekwn a long time-frame [7.2.31].

The relation between LTP, MTP and STP is extrenmalyortant in network evolution - all
planning methods should act coherently. The colwgrés in practice hard to obtain and
operators of the access networks are often applingre pragmatic and simpler approach
for the network design.

A planning process of access networks is strongpeddent on the network technology,
network architecture, offered functionality andaesce allocation strategies. As more
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technological solutions are available on the maitket operator has more options for the
design of a suitable and cost-effective accessar&tdnfortunately it makes the access
network design process more complicated.

7.2.4 Mathematical foundations of access network @hning

It is possible to formulate mathematically mosttloé network optimization problems. The

mathematical formulation of the problem has to appropriate network models, necessary
simplifications and general assumptions. In pcacthere is hard to find the optimal solution
for the network, but the obtained solutions carlbse to the optimum. The applicability of a

particular solving technique is in close relatioithwthe size of the problem, which depends
on the type and number of input variables and caimss, and on the type of the used
cost/energy function, which is minimized during thygtimization process [7.2.7]. Some of

input variables are to be subject of change img lar medium term.

In order to keep the network optimization processonable complex it is advisable to:

» simplify the planning problems via reduction of ren of input parameters and
creation of appropriate network models;

* the acceptance of the suboptimal planning - theedainn growth of the traffic and
the number of customers justifies it.

Choosing appropriate design techniques is nonatrignd generally cannot be done
automatically. Every access network problem is uai@nd requires operator's knowledge
about the overall network planning methodology apdimization tools. Some of access
network solutions allow the use of a specific catggf planning algorithms only.

There are several models that have been tradiljongkd in network optimization: flow
formulation for multi-commodity flow model, patheflv formulation and path formulation.
To solve the network optimization problem the faling classes of algorithms can be
applied:

* mathematical programming - usually based on muitmaodity flow formulation of
the capacitated routing problem;

* simulated annealing approach and it's variant wiukated allocation, which is the
simulated annealing idea applied for capacitatédorix planning problems;

* simple heuristic algorithms - these algorithms applied in order to reduce the
complexity of the multi-commodity flow problem. Hestic algorithms are based on
the extraction of practical rules from the way ampext solves a specific problem.
These rules may not have a mathematical proof &g dne based on good results
obtained in the practice.

Table 7.2.1 consists of mentioned above models aptplicable optimization algorithms. All
they have been described in details in chaptertdevio the core network planning. They are
fully reusable in the context of the access netwadnning. Detailed network optimization
models and algorithms description can be foundi®.l], [7.2.3], [7.2.4] and [7.2.6].

Table 7.2.1 Summary of the available planning techques
Models Optimization Algorithms

Multi commodity flow model Enumeration
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Path-flow model Branch and bound

Path formulation model Relaxation techniques

Marginal improvement techniques

Simulated annealing [7.2.8], [7.2.9],
[7.2.10], [7.2.11]

Simulated allocation [7.2.12] [7.2.13]
Tabu search [7.2.14], [7.2.15]

Stochastic geometry

Successive smooth cost approximation

Evolutionary algorithms [7.216], [7.2.17],
[7.2.18], [7.2.19]

Heuristics

7.2.5 A pragmatic approach to access network design

The access network design process is a processabab cope with many initial assumptions
and also with many constraints. Some of them asedan the strategic assumptions while
others are related to the existing infrastructun@ @chnological solutions, which have been
chosen a priori. The access network solutions, éaglong to the same class differ
significantly in technical details and parametehsol should be set up during the planning
process. So in practice vendors of access netveotksions offer planning tools, which are
tailored to their solutions. In many cases reldyigemple spreadsheets can be effectively
used for network planning. Of a great importandhésuse of GIS databases, but such
information is typically available in developed cdues only.

Heuristic optimization is very popular in the opera practice, due to their practical basis.

7.2.6 Access network planning tools

Network planning tools are offered by the acceswmk solution vendors, planning tools
vendors and academic institutions [7.2.19]. Sont@m are described in Annex 1 (STEM,
NetWORKS, VPllifecycleManager). This issue was asaubject of several European level
projects [7.2.20]. The most important one are: RADB7/TITAN project, ACTS 226
OPTIMUM, and ACTS 364 TERA. All mentioned projeetsre focused on techno-economic
analyses of networks and were developed in evaiatiomanner (i.e. there is a evolution
from TITAN through OPTIMUM to TERA).

RACE 2087 TITAN project developed a methodology artdol for the techno-economic
evaluation for the introduction of new narrowbamnd &#roadband services for both residential
and SME customers.

The TITAN project started in 1992 and ended in 1996 developed within this project
TITAN network optimization tool is dedicated forcteno-economic analysis, and a demand
forecast for access network. The tool is basedemei@lized access network models and
utilizes the geometrical model for the calculatajrcable lengths and the cost of civil works.
It covers (non exhaustive list) the following astse
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» the evaluation of access network evolution scesdrased on existing networks and
fibre/radio/copper access technologies;

« the comparison of scenarios and strategies favdoting the fibre in the loop (FITL)
for residential customers;

 the calculation of the life-cycle cost and the allesystem budget.

The TITAN tool is based on the Ex8edpreadsheet. It has two operating modes - the main
mode and the database mode. The database modlifoushe estimation of the cost of
components and services, while the main mode © foseghe definition of the network
architecture, services and performing all calcatzi
The TITAN database contains several sections:

e cost components, containing all component specifarmation;

« learning curve classes, which define a specifimieg curve behaviour;

» volume classes, which define a specific market ma&wevolution;

* OA&M classes, which define a certain operationsniadstration and maintenance;

» write-off period class which defines a componeietiines for calculation of

depreciation;
* uncertainty class, which defines the relative utacety for the risk assessment.

The objective of another European project, AC22a/l0RJM was the calculation of the
overall financial budget of all kinds of accesausioins. In result a network-planning tool has
been developed, which takes into account: the systist, operation and maintenance costs,
life-cycle costs and the cash balance of the ptoie¢he OPTIMUM project the network
evolution costs are also considered. The tool cogtbiow level, detailed network parameters
with high level parameters, which is seen as thef&ature of the OPTIMUM methodology
and the tool. The structure of the OPTIMUM toosi®wn in the figure 7.2.1.
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Figure 7.2.2 The OPTIMUM tool structure

TERA was a project realized within the ACTS Prognaen(1994-2000). Compared to its
predecessor, the TERA tool aims at the study dfiactures spanning the whole telecom
network, not only the access network part (htywh-
nrc.nokia.com/tonic/description/bg.htm).

The framework of the TERA techno-economic evaluetis shown in the Figure 7.2.2

The geometric planning model is an optional pathefTERA tool. The model is used to
estimate the amount of cable/fibre and ducting iregun the network. On the conceptual
level the geometric model is a function that takegeral inputs such as subscriber density,
network topology (star, ring, bus), average cabler ¢ength, duct availability, etc. and gives
two outputs, which are the total amount of caltbedfirequired in the network and the total
amount of new duct required. The TITAN network madea part of the TERA tool.
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Figure 7.2.2. The TERA information flow.

7.2.7 Example of the access network design algdmin

In this section, we present an optimization modekbst-effective design of a generic access
network that can be applicable for both wire-limel avireless access networks.

Simply put, the design problem is: we are to cohhsites through a list of M possible
concentrator locatiorso that the total access network cost is to bemmzeid. We are given

the cost information for connecting each site tthgaossible concentrator location. Secondly,
we are given that any concentrator location, ifrggk can handle only up to a certain number
of site terminations and that each site needs twhaected to only one concentrator location,
means there is only a single access link for atsitee network. Mathematically, we are

given the following cost information

Cij := cost of connecting site i to possible locatjqir1,2,...,N; j=1,2,...,M)
b; := cost of location j, if opened (j=1,2,...,M)

We have two sets of unknowns, one is the decisiorafy) variable that is used for
identifying sites to locations

Xi :=1, if site i is connected to location j; O, otinese
Yi 1, if location j is chosen; 0, otherwise

We also need another piece of information, the cigpaf each location (if opened), given by
K;.

Then, the cost-effective design formulation for #oeess network design (to determine
decision variables, x & y) is written as follows:
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minimize % X ¢ X + Zj by

subject to
Zi % =1, i=1,2,...,N
2 % <Ky, i=1,2,...M
X = 0/1
y = 0/1.

We now explain the constraints described above fif$teconstraint; x; = 1 says that one
site can be connected to only one of the locatsimse the decision variable take only the 0/1
values. The constraini; x; < K| y;, says that multiple sites can be connected toatitin 1)
if the location is open (¥ 1), and 2) the capacity of the location is notated,; if the
location is not open, so sites are connected. liyirthke cost in the objective function is the
cost of both the connectivity and location opergogt.

The above problem is classified as an integer ragring problem. While commercial
available software such as CPLEX or XPRESS-LP eauded for solving moderate size
problems, we have given below an Add Heuristic Whsccomputational efficient.
Algorithm: Add Heuristic

Step OSelect an initial location j” and assume thatsites are connected to this location.
Compute total cogt® with this configuration. Set$ {j’ } and iteration count to k = 0. Set
¢’ =cji=1,2,...,N. LetM denote the set of locations.

Step IForjinM\ &, do
Fk+lj = ij + E{i in 1j} (Qj -G') + by, where j|: {i | Cij — G'<0}

Step 2Determine a newguch that
Fk+1j’ - mln{] in M \Sk} |:|(+:|.J < Fk
If there is no such j’, go to Step 4.

Step Update
S+1 = Scunion{j’ }
and
G’ =cCj foriinly
Set

F“!=F“L and k:=k + 1, and go to step-1.
Stop 4No more improvement possible; stop.

7.2.6.1 An example of planning of a wireline accesstwork

In this section, we discuss the applicability af thodels described in Section 7.2.1.
First, for a single wireline access link, link dinsoning is required — this is where the

Erlang-B loss formula is applicable when offereaffic estimate is determined, and a
grade-of-service is selected. Typically, for winglinetworks, an acceptable grade-of-

service value is 1% or 0.1% call blocking probaipili
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Another important problem in wireline access netgas the local loop plant design that
connects to the central office switch. In this ratedesign, the goal is to do cost effective
design so that an access network layout with caratems can be used. Interestingly, the
access network design model presented in 7.2sld@pplicable here.

In order to use this model, we first set the vérst index of the location j=1 to be the site of
the central office; furthermore, we assume thatfHe access design purpose, its site cast, b
is set to zero. Note that in actuality, the cerffice does have a cost. Since, in the access
design part, we want this to be a selected sitevapywe need to adjust the location cost
accordingly so that this is enforced in the desigpdel. With this special treatment, the
access design can be performed which will selsctbaet of concentrator location in the
optimality along with the central office. ObviousBll the concentrator locations are
connected eventually to the central office. Pietityj the eventual design would look as
shown in the following figure:

co 0

Fig. 7.2.3 Sample wireline network topology

Certainly, this is only a possible access netwasigh layout. More complex design can be
developed where there is a tertiary network stgiiom one of the concentrator nodes
(acting as core connect node like the role of #rral office, without its functionality) which
itself can be designed using the above access rletlgsign model for the tertiary access
network design.

7.2.6.2 Access Planning Example for Wireless Accgsworks

The access network design model is also appliaalMareless access networks. In this case,
we have a Mobile Switching Centre (MSC), sitesBase Stations (BS), and possible
locations for Base Station Controllers (BSC). Femthore, the MSC can be indexed as the
first location j=1 with location costib= 0 since the MSC needs to be in the network,
regardless. In this sense, this set up is sinvlaviat has been discussed for the wireline case.
Topologically, the layout looks the same (with nexrag of different entities):
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Fig. 7.2.4 Sample wireless network topology

An important issue in the case of wireless netwaskbe fact that there is limited frequency
space. Since the actual frequency allocation canaiwably be different from one country to
another, which will impact how many voice channéiss will translate to (and depending on
TDMA or CDMA technology), we’ll show a simple gemécase to illustrate the point here.
Suppose, for a given frequency space, 100 cirowgig be the limit. Then, with the help of the
Erlang-B loss formula, we can find that for 1% dadticking GoS, the maximum offered
traffic that can be handled is 84.06 Erl. If wewase 0.03 Erlang per customer busy-hour
usage, then the maximum number of subscriberc#mabe handled is 2800.

Fig. 7.2.3 Frequency allocation example for wirelesssystems

On the other hand, the frequency space can be b#tized through spectrum efficiency
through the re-use factor process. Typically, refastor of 4 (or 3) is suitable for current
generation wireless networks. Assume that the esfargor to be 4; then, the frequency space
will lend us in four groups, each of 25 circuitoWthe area which could serve earlier only
100 circuits of capacity (which translated to 2&8d®scribers), can be now 22 times for the
same geographical area (see figure above, foréaaéncy re-use layout with N=4 to avoid
frequency interference). In each cell area, abldéking GoS and with 0.03 Erl per
subscriber, we can accommodate 16.12/.03 = 53¢8hbss; this translates to being able to
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accommodate about 537 x 22 = 11,814 subscribdéheisame geographical region due to
spectrum efficiency.

It is important to point out that with the re-usetor based layout, each cell (hexagon) will
have a base-station — they will be connected thrdnage station controllers to the Mobile
Switching Centre (MSC) — this backhaul part (frdra base station onward) can be
accomplished through the access design approachsdisd earlier in this section.

Finally, as the customer base grows, the sizedf eall can be made smaller by tuning the
power range to create more smaller cell sites tlagekby increase the capacity of the overall
system (by again taking advantage of re-use factor)
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7.3. Basic optimisation methods

In this section we shall discuss selected optinonanethods applicable to the design
problems discussed in Sections 7.1 and 7.2 ottiapter. The presented methods are
discussed in many operation research books anapapeptimization. In particular, an
extended survey of these methods can be foundapt€h5 of [7.1].

7.3.1. Linear Programming

Many problems defined in Section 7.1 are lineagpeoming problems (linear programmes,
LP, in short). This is denoted in the acronyms tyP”. Such problems are commonly known
and by far the most frequently used. A general fofa LP problem is as follows:

minimize Z=2 GX; (7.3.1a)
subjectto  Zigix <b j=1,2,..) (7.3.1b)
i X =& k=1,2,...K. (7.3.1c)

In the above formulatiomandx; (i=1,2,...N) are continuous variables (unknowns). There are
J non-equality constraints (with the left-hand stdefficientsg;, j=1,2,...J,1=1,2,...N and
right-hand side$;, j=1,2,...J ) andK equality constraints (with the left-hand side ¢oednts

dwi, k=1,2,...K, 1=1,2,...N and right-hand sides, k=1,2,...K).

For LP problems a very efficient (in practice) nathsimplex algorithm, is well known. This
algorithm is implemented in all commercially avaiaLP solvers (there are also freeware LP
solvers available on the Web) and can be easilg t®esolving the LP design problems
formulated in Section 7.3. It should be noted thast of these implementations (as CPLEX
or XPRESS) are able to deal with large linear prognes with several thousands of variables
and constraints, yielding exact optimal solutianacceptable time.

Still, for large telecommunication core networkshwseveral tens of nodes, the resulting LP
problems (especially for the restoration/protecpooblems) can have too many variables and
constraints even for the most advanced LP solesuch a case, appropriate LP
decomposition methods of column generation and Beshdecomposition (see [7.6] and any
modern handbook on LP) can be used.

To summarize: if the problem at hand can be fortedl#or its reasonably approximated) as a
linear programme then there is very good chanselie in an exact way using commercial
(or freeware) solvers. Otherwise, in general we faag serious problems.

7.3.2. Branch-and-Bound method for Mixed-Integer problems

Recall that mixed-integer programming problems (Mttready considered in Section 7.1,
are obtained from LP formulation when variables icertain subset of all variables
(X1,%2,... Xn) are allowed to assume only integral (binary) galuNhen we cannot formulate a
problem in an LP form and we are forced to usengegral MIP formulation then in most
cases of network design this means that we aréndeaith a difficult (likely NP-complete)
problem. Still, if we have a MIP formulation therwan again use commercial MIP solvers
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(as CPLEX or XPRESS), although this time theiraggincy can be very limited only to small
networks. Roughly speaking, MIP solvers are basethe branch-and-bound approach, in
many cases extended to the so called branch-arappubach (we will not discuss the later
extension since it is a rather advanced one, ségdid [7.10]).

The branch-and-bound (B&B) method (see [7.1] antil]j is based on scanning the nodes of
the so called B&B tree. These nodes correspontl pmssible (partial) combinations of the
values assumed by integral variables (note thahtineber of such nodes can be enormous as
it grows exponentially with the number of integcahstraint). In each such node, certain
integral variables are fixed (if all these variabtee fixed then the corresponding node is a
leaf of the B&B tree) and the rest are assumedimoois and they define a relaxed LP sub-
problem, which is solved by an LP solver. The bésature of a good B&B algorithm is that

it does not visit all the nodes but rather doesemd¢r many branches of the B&B tree,
substantially reducing the total number of visitedles (and the number of relaxed LPs that
have to be solved). This feature of B&B is basedh@nobservation that if the optimal

solution of a relaxed LP problem corresponding B&# tree node has a value larger than or
equal to the best solution of the MIP problem aafikso far, then we can skip the branch
emanating from the considered node. This is tummdied by the fact that the optimal
solution of each relaxed problem is a lower bouhtthe original MIP problem.

In fact, the branch-and-cut enhancements of B&Boased on certain ways of improving the
lower bounds in question by generating additiomaistraints for the relaxed problems
imposed by the nature of the MIP problem.

We end this subsection with listing a Pascal-likeymlo-code of version of the recursive B&B
algorithm presented in Chapter 5 of [7.1]. We asstimat all decision variablesare binary:
x [{0,1}, i=1,2,...N. In the following description we use the followingtation:

Nu O {1,2,...N} set of indices corresponding to unspecified valagbinary variables, the
binary requirement for these variables is relaxathat fori [ Ny, X is a
continuous variable from interval [0,1]

No 0 {1,2,...N} set of indices corresponding to binary varial#gsial to O

N: [0 {1,2,...N} set of indices corresponding to binary varial#gsial to 1.

FunctionobjectivéNo,N;) used in the algorithm returns the optimal soluttb= C° of the LP
sub-problem being a relaxed, LP version of theioailgVIP problem defined by (7.3.1) and
the following variable constraints:

X <1, X continuous for O Ny
0 fori O Np (7.3.2)
1 fori O Nj.

- 0=
_X|:
Xi

If for given No andN; such a sub-problem is infeasible (which can fretjyéappen) then,
by definition,objectivéNy,N;) = +oo. To initialize the procedure we pp = N1 =G, Ny =
{1,2,...N}, and assign a large number (greater than theaegeptimal solution of the
problem (7.3.1) and (7.3.2)) &. Note that during execution of B&B, it always hslthatN,
n N; =_ (No andN; are disjoint) and thatly = {1,2,...N}\(No O N;). Any such triple
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(No,N1,Ny) is a node of the BB tree; each such node is a&dedowith the LP problem defined
by (7.3.1) and (7.3.2).

procedure Branch_and_Boun(@y,No,N;)

begin
if Nu=_ and objectivéNo,N;) < C° then
begin
C%= objectivéNo,N1); No%:= No; N.%= N,
end

else{ Nyis not empty }
if objectivéNo,N;) = C° then
return
else
begin
chooséd [ Ny;
BBB(Nu\{i}, NoI{i}, Na);
BBB(Nu\{i}, No,N11{i})
end
end{ procedure }

In the introduced procedure the lower bounds usetpfuning” the BB tree are computed by
solving the node LP sub-problems (functamivjectivéNo,N;)). Still, for particular problems

the lower bounds can be found with other, spe#id more effective) means. Generally, the
guality of the lower bounds (the greater the bgtead the time required for their computation
is decisive for the efficiency of the approach.

7.3.3. Stochastic Meta-heuristics

Stochastic meta-heuristic methods can be usedgfooaimate solution of the network design
problems such as MIPs and concave problems. Sutdzmeeristics include such methods as
simulated annealing (SA), evolutionary (genetigoathms (EA), tabu search (TS) and
others. For a survey of these methods refer tq gha [7.3]. Stochastic heuristics can be
pretty effective in such cases as modular dimemsgoproblems DP2-MIP (7.1.2) and DP3-
MIP (7.1.3), concave dimensioning DP4-CV (7.1.45imigle-path dimensioning DP6-SPR-
MIP (7.1.7).

Below, as an example, we will present a Pascalddeuido-code of a version of SA specified
in Chapter 5 of [1]. The procedure assumes thevotlg discrete combinatorial optimization
problem:

minimize C(x) subject tox [ X, (7.3.3)

whereX is a finite set of feasible solutiorsThe procedure uses the notion of
“neighbourhood” of poink, N(x) with the propertiedl(x) O X andx [I N(x). The choice of
the neighbourhood is problem-dependent and isyaingyortant element in problem solving
with SA.
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procedure Simulated_Annealing

begin
choose_initial_poink);
C%=C(x); x%=x;

set_initial_temperatur@);
while stopping_criteriomot true
begin
I:=0;
while I <L do
begin
y:= random__ neighbdN(x));
AC:=C(y) - C(x);
if AC < 0then
begin
X:=Y;
if C(x) < C°then begin C%= C(x); x%:= x end;
end
else ifrandon{0,1) <e““" then x:=vy;
I=1+1
end
=7«
end
end{ procedure }

The procedure starts with selecting an initial pginl X and setting the initial temperature
(initial temperature is a parameter, usually adargmber). Then the algorithm proceeds to
the main outewhile-end loop for which the temperature is fixed. Then itheerwhile-end
loop is executed times [ is another parameter of the algorithm, also aelamgmber). Each
execution of the inner loop consists in selectimgp@hboury of the current poink (y [

N(x)) at random and performing a test in order to ptaanove fronx to y or not. The move
is always accepted if it does not increase theotibe functionC(x). Moreover, the (uphill)
move is accepted with probabilig/" even though it results in an increas€of). For a
fixed t, the acceptance probability is an exponentiallyre@sing function ofiC so the
acceptance probability quickly becomes very smih the increase ofC. The use of the
test makes it possible to leave local minima entaruhuring the process of wondering
around the solution space within the inner loopc&nsteps of the inner loop are performed
the temperature is decreased ¢xt, for some fixed parametefrom interval (0,1), e.gz =
0.95) and the inner loop started again. An exaraptee temperature reduction function is,
for some parametetfrom). For fixed4C the acceptance probability decreases, so in the
consecutive executions of the inner loop the uphdlves are more and more rare. The
stopping criterion can be the lack of significanprovement of the objective function in two
consecutive executions of the outer loop.

Now we will show how to apply SA to the concavelgeomn DP4-CV (7.1.5). Since it can be
shown that in the optimal solution set of DP4-C¥rthare always single-path (non-
bifurcated) solutions, the solution spaces finite and its points can be coded as vectors
(X1,%2,...Xp) Where ford=1,2,...D, 1< x4 < m(d), andxy denotes the number of the path on the
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candidate path list actually used to allocate detmerhumehy. A neighbourhood ot [0 X is
defined as:

N(x) ={y O X: x andy differ exactly at one position }. (7.3.3)

Having defined the neighbourhood structure, thepB#edure can be run from some starting
point x° O X with some fixed parametetsL andz.

7.3.4. Other Optimization Methods

Besides general approaches of LP, B&B, and stochagtta-heuristics, there exist
optimization methods specialized for convex prold€such as reduced gradient method and
gradient projection method, see [7.6]) and for emecproblems (such as iterative algorithms
of [7.12] and [7.9]). The methods for convex op#ation problems are discussed in any
general book on optimization as the convex problplag a central role in the optimization
theory. Algorithms for concave problems are lessvkm (and much less efficient). For a
survey of both types of methods see Chapter 5.&f.[7

7.3.5. Shortest Path Algorithms

For the link-path problem formulations used thromghSection 7.1 we need to generate the
lists of candidate paths. This can pose some prablait in general a reasonable way is to
generate, for each demaddn(d) shortest paths in terms of weights being the hivdginal
costs €, e=1,2,...E) for dimensioning problems of the DP type, oreamts of unit weights
(ce=1,e=1,2,...E) for allocation problems of the AP type. This ¢anachieved by using a
K-shortest path algorithm which generates a listoofsecutiveK shortest pathBy;,Pqp, ... Pak
with the property tha®y; is the shortest path demathdPq, is the second shortest path, and so
on. We point out that such an algorithm is not $evgt all (refer to [7.13] and Appendix C in
[7.1.]).

In theK-shortest path algorithm we do not assume thagéinerated paths are disjoint.
Disjoint paths are of interest for the problemsoimng path-diversity (see DP5-PD-LP
(7.1.6) and RDP-GPD-LP (7.1.13)). An algorithm fioding the so called shortest setof
link- or node-disjoint paths can be found in [7.1Bhey are based on iterative use of any of
classical shortest-path algorithms, as the famajksta algorithm (with which the reader
should be familiar).

Still another type of problem is to generate a @sdrpath (or a set éf-shortest paths) with a
limited number of hops (i.e., intermediate noddg)is can be done by a relatively simple
modifications of the appropriate algorithms desadilabove.

For a survey of the shortest paths algorithms eglefor network design refer to Appendix C
in [7.1].
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7.4 Specific Issues of Radio Network Planning
7.4.1. Introduction to radio network planning

7.4.1.1 Introduction to IMT2000

IMT-2000 [1], formerly called future public land roibe telecommunication system
(FPLMTS), aimed to establish a common worldwidedéad communication system

allowing for terminal and user mobility, supportitige idea of universal personal
telecommunication (UPT). Within this context, ITdscreated several recommendations for
FPLMTS systems, e.g., network architectures forMP& (M.817), Requirements for the
Radio Interfaces for FPLMTS (M.1034). The numbed@h IMT2000 should indicate the
start of the system (year 2000+x) and the spectrsed (around 2000 MHz). IMT-2000
includes different environments such as indoor uskicles, satellites and pedestrians. The
World Radio Conference (WRC) 1992 identified 18822 and 2110-2200 MHz as the
frequency bands available worldwide for the new HRIOD0 systems. Within these bands, two
times 30MHz have been reserved for the mobile Igatekervices (MSS). ITU originally
planned to have a common global system, but afeeryrpolitical discussion and fights about
the patents the idea of so-called family of 3G dtads was adopted. What are the IMT-2000
family members? The ITU standardized five group8®fradio access technologies. The
figure below gives an overview.

TERTT]

Y .
—— IMT-2000 family
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Frais Wniverailds Bsrdin
Interface
for Internetworking
IMT-2000
GEM AMNSI-41
Core Metwork (MAP) (1S-634) IP-Pletwork
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 IMT-DS: The direct spread technology comprises waiel CDMA (W-CDMA)
systems. This is the technology specified for UTRBD and used by all European
providers and Japanese NTT DoCoMo for the 3G widka aervices. To avoid
complete confusion, ITU’s name for this technolagyMT-DS, ETSI calls it UTRA-
FDD in the UMTS context, and the technology usedVi©DMA (in Japan this is
promoted as FOMA, freedom of mobile multimedia as§eToday, standardization of
this technology takes place in 3GPP (Third genemapartnership project, 3GPP,
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3GPP2).

e IMT-TC: Initially, this family member, called timeode, is contained only in the
UTRA-TDD system which use the time-division CDMA OATDMA). Later the
Chinese proposal TD-synchronous CDMA was added. Notl standards have been
combined and 3GPP fosters the development of tteetmologies. Up to now, it is
still unknown what future perspectives this teclggl will introduce. The initial
UMTS installations are based on W-CDMA.

e IMT-MC: The American 3G standard cdma2000 is a nrudtrier technology
standardized by 3GPP2 (Third generation partnenstafect 2, 3GPP2, 2002), which
was formed shortly after 3GPP to represent thergbaotain stream in 3G technology.
Version cdma2000 EV-DO has been accepted as treteB@ard.

e« IMT-SC: The enhancement of US TDMA systems, UWC-186a single carrier
technology originally promoted by the Universal WWass Communications
Consortium (UWCC). It is now integrated into the R efforts. This technology
enhance the 2G IS 136 standard.

 IMT-FT: As the frequency/time technology, an enhehosersion of the cordless
telephone standard DECT has also been selectethdéompplications that do not
require high mobility. ETSI is responsible for #tandardization Of DECT.

The main driving forces in the standardization psscare 3GPP and 3GPP2. ETSI has moved
its standardization process to 3GPP and plays arrttagre. 3GPP tends to be dominated by
European and Japanese manufacturers and standardizadies, while 3GPP2 is dominated
by the company Qualcomm and CDMA network operafbing figure above shows more

than just the radio access technologies. One itikeedMT-2000 is the flexible assignment

of a core network to a radio access system. Tlssicla core network uses SS7 for signaling
which is enhanced by ANSI-41 (cdmaOne, cdma200MAPor MAP (GSM) to enable
roaming between different operators.

The figure below shows the ITU frequency allocafifsxom the world administrative radio
conference. 1992) together with examples from sgvepgions that already indicate the
problems of worldwide common frequency bands.
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7.4.1.2 A brief look at cellular history

The history of mobile communications started with experiments of the first pioneers in the
area. In late 1800 century, the studies of Hedpined Marconi to search market for the new
commodity. The needs for communication in the st second world wars were also aiding
the start of cellular radio, especially in termsibfisation of ever higher frequency. Bell
Laboratory first introduced the cellular concepkaswn today and demonstrated how the
cellular system could be designed in 1971 [7.4.2].

The first operational cellular system in the woslds in Tokyo, Japan, in 1979 and the
network was operated by NTT. The system utilise@dl é&@plex channels in the 800 MHz
band, with channel separation of 25 kHz.

Two years later, the cellular era reached Europe.Nordic Mobile Telephone at 450 MHz
band (NMT-450 system) started operation in Scanviind otal Access Communication
System (TACS) was launched in United Kingdom in298th an extended version deployed
in1982. Subsequently the C-450 cellular systemintagduced in Germany in 1985.
Therefore, at the end of 1980s there were sevéfateht cellular systems in Europe, which
are known as first generati@¢hG) cellular systems. One of the disadvantages ofsli&ck of
interoperation in terms of different countries maydifferent cellular standard. Thus, in the
early 1990s, with the development of integratedusirtechnology, the second generation
cellular systems2G) began to be deployed throughout the world. GStended to provide a
single unified standard in Europe which enablestbess speech service throughout Europe
in terms of international roaming. In United States analogue first-generation system called
Advanced Mobile Phone System (AMPS) was launchd®88. In 1991 and 1996
respectively, the IS-54 and 1S-136 was introducetha first digital cellular system in US.
The other standard 1S-95, also known as CDMA-Ong wioduced in 1993. Both of these
standards operate at the same band as AMPS.

Over the decade the world of telecommunicationsbeasn changed drastically for various
technical and political reasons. The wide spreadafigligital technology in
telecommunications bas brought about radical chemgservices and networks. Furthermore,
as time has been passing by, the world has becorakles. roaming in Japan, roaming in
Europe or Roaming in the United States is not amgreaough. Globalisation is having its
impact also in the cellular world. In addition tod, current strong drive towards wireless
internet access through mobile terminals genersteds for universal standard, Universal
Mobile Telecommunication Standa®(;. The third generation networks being developed by
integrating the features of telecommunicationsiatetnet protocol (IP) based networks.
Networks based on IP, initially designed to supplate. communications, have begun to carry
streaming signals such as voice/sound trafficoalgih with limited voice quality and delay
tolerance. Commentaries and predictions regardingless broadband communications and
wireless internet services are cultivating visiohsinlimited services and applications that
will be available to customers * anywhere and angti Consumers expect to surf the web,
check the email, download files, have real timesgitbnferencing calls and perform various
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other tasks through wireless communication linke Tbnsumers expects a uniform user
interface that will provide access to wireless Wkether shopping at the mall, waiting at the
airport, walking around the town, working in théicé or driving on the highway!

7.4.1.3 Evolution of radio network planning—From@ to 3G

The radio network planning and its development teways been mapped to the
development of the access technologies and reqgeirenset by those [7.4.3]. Main
characteristics such as: analogue transmissioh,gower transmitter, voice only, national
wide usage, enables the first generation analogu®lenetworks to be planned based on low
capacity requirement. The radio network planning Wased purely on coverage. Sites were
high enough to keep the site density low and onmeietional antennas were used. The
Okumura-Hata propagation model was and still iselyidised for coverage calculation in the
macro-cellular network planning. The model was tlgyed by Y.Okumura in Tokyo based
on the measurement at frequencies up to 1920 Mhwbrw with measurement result fit into
the mathematical model by M.Hata. In the originaldel the path loss was computed by
calculating the empirical attenuation correctioctda for urban areas as a function of the
distance between the base station and mobile istatid frequency. Later on the factors were
added to the free space loss. Further correcticor@awere provided for street orientation,
suburban, open areas, and irregular terrain. &hge of usability with different land use and
terrain types and for different network paramebers made the Okumura-Hata propagation
very useful in many different propagation studies.

With the evolution of the second generation mosylstem, site density was getting higher
due to the increasing capacity requirements. Tlyecharacteristics of 2G mobile systems are
digital transmission, dense site placement, lowgravwansmitter, semi-compatible, and voice
focus with data service support. All this forced ttellular network to replace the omni
directional site structure and lead to the intraduncof cell splitting, for example one site
consisting of three sectors instead of just oneinQuo the increased spectral efficiency
requirements, the interference control mechanistafie more important. Such a mechanism
like antenna tilting was introduced to reduce carutel interference. Furthermore, the macro-
cellular propagation model was no more accurategmoNew models were needed to
support microcellular planning. The Walfisch-lkegasnsuch a new model based on
assumption that the transmitted wave propagatestbeeooftop by a process of multiple
diffraction. The buildings in the line between th@nsmitter and receiver are characterised as
diffracting half screens with equal height and esgparation.

The general planning process for GSM network cadilided into three main subsequent
steps: (1) coverage, (2) parameter, and (3) cappleihning. Coverage planning consists of
the selection of the location and configuratiorthaf antennas. The coverage area achieved by
a single antenna depends mainly on the propagatioditions as it is independent from other
antennas in the network. During the following pagéen planning process all radio
parameters (frequency, hand-over configurationg@owder control parameters) are defined.
Once a cell is in operation traffic measuremengsnaade to yield to the prediction of required
number of channels. The increased traffic doesffett the coverage area or the parameter
settings— at least to a reasonable good approximation.ignctise, an additional TRX has to
be installed and new parameter settings for thiX TiRve to be provided. Only when an
additional site may be required for capacity reagtie increase of traffic has an influence on
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the coverage area. For GSM well-developed algosthoth for the synthesis and analysis of
the networks exist and a lot of appropriate plagnools are commercially available now.

In contrast, the situation for planning 3G moliétwork such as UMTS is much more
complicated. The cell range in a WCDMA system duatsonly depend on propagation
conditions but also on the traffic load of the cElirthermore, the amount of interference
received from other cells depends on their trdéfad as well. Additionally, the traffic load of
a cell is influenced by the soft hand-over aredsclware mainly defined during the
parameter planning step. Coverage, parameter,apetity are thus a highly coupled process
requiring integrated planning of these three st&€pe.fundamental difference between the
planning process in GSM and UMTS is displayed below

GsM UMTS
Traffic Forecast
_,,| Coverage |
}
—"'| B55 Parameter | C
overage
1 q

| Traffic Forecast | Tl

| Path Loss | |UTRAN Parameterl

v
| Extension TRXIocation | /
1l' Change TRXIocation |

1.4 New Challenges in 3G/4G network planning

3G mobile network will be used to provide &mlband communications and pervasive
computing infrastructure and to form wireless melternet (WMIT). 3G UMTS
technology supports a large range of services aiftarent bit rates and quality
requirements, asymmetric links, mixed traffic sc@® coverage and capacity
dependency, making the design of the network &dlffand challenging task [7.4.2].

Before looking into more detail what actuallyl be new (and different) in WCDMA
radio network planning and optimization, it is udé¢b summarise some of the defining
characteristics of 3G multi-service radio netwddkie can characteristic 3G radio access
with the following attributes [7.4.2]:

» Highly advanced radio interface, aiming at greaxithility in carrying and
multiplexing a large set of voice and in particudata services. Furthermore the
throughput ranging from low to very high data ratdsmately up to 2Mbit/s.

» Cell coverage and service design for multiple ssrviwith largely different QoS
requirements. Due to the large difference in tiselteng radio link budgets, uniform
coverage and capacity designs as practised in’wdaice-only radio network, can no
longer be obtained. Traffic requirement and Qo§et will have to be distinguished
among the different services.
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* Alarge set of sophisticated features and wellglesil radio link layer. Example of
this are: various radio link coding/ throughput pidéion schemes; support for
advanced performance enhancing antenna concepksasiBS transmission diversity,
or the enabling of interference cancellation scleme

e Efficient mechanism for interference averaging esfalistness to operate in a strongly
interference limited environment. High spectral@éincy operation will require good
dominance of cells by proper choices for site locet, antenna beamwidths, tilts,
orientation, ect.

* Extensive use of ‘best effort’ provision of packleta capacity, i.e. temporarily unused
radio resource capacity shall be made availableegacket data connections in a
flexible and fair manner.

* In order to be able to provide ultimately high adapacity, 3G networks must offer
efficient means for multi-layered network operatibarthermore, seamless
interoperation of 2G and 3G is required.

* Another very important aspect is the possibilitcofexistence of 3G cells and 2G
cells, reducing cost and overhead during site atipm and maintenance.
Consequently, 2G-3G co-site gives nballenges for radio network planners.

With those new characteristics in 3G mobile nekygeneral challenges to face in 3G
network planning are based on the fact that aflstsnies are interconnected and should be
considered simultaneously.

* Planning methods should not only meet the curretwork demands, but also be
adaptive to new and future requirement for the gexieration mobile network.
Furthermore, the network management mechanism sapgiort the operators with
the real time network performance and indicatesonbt the coverage or capacity
limited area, but also identify the areas where sewices could be introduced within
the existing infrastructure GSM, EGPRS, IMT2000.

* Analysing the new traffic demands and distributrgtt be more and more important
because of the uncertain of the traffic growth.sTiinot only a questions about the
total amount of traffic growth, but also how to eletine the distribution and
characteristic of the new traffic mixed with prewsotraffic

* All CDMA systems (CDMA2000, WCDMA, TD-SCDMA) havenanterconnection
between capacity and coverage, and thus qualigtefbre the network planning will
be based on both propagation estimations and énerte situation in the network.

* There are also some practical constraints in 3@arktplanning. Due to economic
issues or technical reasons, operators who already a network tend to use the site-
co-location. For the greenfield operator, thereraoee practical limitations set by site
acquisition process.
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7.4.2 General Process of 3G radio network planning

7.4.2.1. Introduction

A cellular mobile communications network considtsaalio access network (RAN) and core
network (CN). Network planning is the most impottesue when building a new network
or expanding an existing network. The assistangootl and capable planning tools plays a
very important role in cellular network planningh@ planning of a cellular network can be
divided into three stages [7.4.6]:

. Cell planning:t The number, locations and paransetéthe base stations are
determined. It is the most important, the mostlenging and the most tedious part of
cellular network planning. The cell planning pracean be divided in the order: cell
dimensioning, detailed capacity and coverage ptapand cell optimization. Nowadays, cell
planning issue are most popular theme to whicht mesgarch on radio network planning
has been devoted [7.4.6].

. Radio network controller (RNC) planning: We needlézide the number and location
of RNCs. We need to decide the link topology armhciy in each RNC area. One example
is how to design primary and secondary routesdbianect each BS to its RNC. RNC
planning is a promising and potential research mreadio network planning [7.4.6].

. Core network (CN) planning: We need to decide Gidgmission topology and
capacity; we also need to dimension a number ofr@@tfaces. Most problems in CN
planning can be found in previous chapter on tiaaktl core network planning and thus we
will not look into this [7.4.6].
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Planning process

Input Output
Dimensioning - Rough number of base
i » tations and sites
- Requirements for L (Section 8.2) » s L ) )
coverage - Base station configurations
- Requirements for
capacity
- Requirements for 4 - Site selection
quality - Base station configurations
- Area type/radio Capacity and - RRM parameters
propagation coverage «—»! - Capacity and coverage
planning analysus . .
(Section 8.3) - Quality of Service analysis
Network
performance
visualisation ‘
Measured network " B Adjustment of RRM
performance Optimisation B "| parameters or antennas

Figure 8.1. WCDMA radio network planning process

7.4.2.2 Cell dimensioning

3G radio network dimensioning is a process througtth possible configurations and
amount of network equipment are estimated, basdateoaperators’ requirements related
to the following [7.4.7]:
Coverage:
e coverage regions
e areatype information
e propagation conditions
Capacity:
* spectrum available
e subscriber growth forecast
» traffic density information
Quality of Service:
» area location probability (coverage probability)
* blocking probability
* end user throughput
Dimensioning process includes the followingpst
1. Radio link budget (RLB) and coverage analysi
2. Capacity estimation
3. Estimations on the amount of sites and basestaardware, radio network
controllers and core network elements.

Systematic dimensioning provides the first amd-@&valuation of the possible network
configuration. This includes both the radio acaestsvork and the core network. Here we
focus on the access network part dimensioning sinoce network part has been discussed
in previous chapters. The radio link budget caltoitais done for each service, and is the
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tightest requirement that determines the maximuowald path loss. There are a big
difference between uplink radio link budget and ddink radio link budget in 3G UMTS
mobile network because of the asymmetric traffimdeds and WCDMA air interface
property [7.4.7].

. Uplink Radio Link Budget

. Downlink Radio Link Budget
. Load factors
. Soft capacity

7.4.2. WCDMA capacity

In this section, we mainly focus on studying theapaeters used in the calculation of
WCDMA capacity. Most of work is within the dimensiong process of WCDMA radio
network planning [7.4.7].

7.4.2.1 Radio Link Budget

The purpose of calculating radio link budget iinal the allowed propagation loss coverage
area. In WCDMA radio link budget, some new paramssi@ve been defined. Interference
margin is the counter for the maximum allowed lo&the system. The higher the load is in
the system, the more the interference margin willamnd the smaller the coverage will be in
uplink. For coverage limited case, we should hasmall interference margin, but for
capacity limited case, a big interference margirec®mmended. Fast fading margin is
needed for low speed terminals to overcome fastdgoly adding extra power, maintaining
adequate closed loop fast power control. Below eewvsa particular table of link budget
reference table. There are several steps for edioglit. First, we get the Max path loss
between mobile and NodeBs according to the systmampeters like interference margin,
antenna gain, receiver sensitivity, transmissiongrorequired E\N. We should notice that
the max path loss includes indoor loss, allowegagation loss, and normal fading loss. Or
we can see the max path loss is predeterminee diethinning by the physical properties of
the communication system, and (the indoor losg)lleWed propagation loss)+(normal fading
loss), which is caused by environment, cannot beertian the max path loss. Thus we get
the allowed propagation loss, which is path loss plurely o to propagation, by a simple
calculation: allowed propagation loss = (max pa#s)- (the indoor lossy- (normal fading
loss). After that, based on a particular propagatimdel, we can get the distance which is
used for calculating the cell range.
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Dimensioning process

Equipment specific input
Radio link specific input: - gy, | Link Budget calculation - ms power class
- Data rate max. allowed path loss - ms sensitivity
- Ebl/lo

erference ;

‘ margin
Cell range calclation | <mm
Load Factor max. cell range in each area

calculation
max. traffic per
mputing unit ‘ o
Service specific input

Capacity estimation | m - blocking rate
nr. sites, total traffic - traffic peak

<+

Equipment
requirement
nr BS, equipments

Environment specific input
- propagation environment
- Antennae higth

Reference link budget for 12.2 kbps in WCDIglstem
12.2 kbps voice service (120 km/h, in car)

Transmitter (mobile)
Max. mobile transmission power W, 0.125

As abowve in [dBm] 21 a
Mobile antenna gain [dBi] 0b
Cable/Body loss [dB] 3c
Equivalent |sotropic Radiated Power 18 d=a+b-c

Receiver BS

Thermal noise density [dBm/Hz] -174 e

Base station recever noise figure [di3 5f

Receiver noise density [dBm/Hz] -169 g=e+f

Receiver noise power [dBm] -103.2 h=g+10*log10(3840000)
Interference margin [dB] 31

Receiver interference power [dBm] -103.2 =10%10g10010% {(h+ 1)/ 103-10 (' 1C
Total effective noise + interference [ -100.2 k=10%og10{10%h/10)+10%j/10})

Processing gain [dB] 25 1=10%10g10(3840/12_.2)
Required Eb/No [dB] am

Receiver sensitivity [dBm] -120.2 n=m-+k
Base station antenna gain [dBi] 18 o

Cable loss in the base station [dB] 2p

Fast fading margin [dB] 0 q

Max. path loss [dB] 154.2 r=d-n+o-p-q
Cowverage probability [%6] 95

Log normal fading constant [dB] 7

Propagation model exponent 362

Log normal fading margin [dB] 73s

Soft handowver gain [dB], multi-cell 3t

In-car loss [dB] g u

Allowed propagation loss for cellran 1419 v=r-s+t-u
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7.4.2.2 Uplink Load factor and Uplink Capacity

CDMA defines two kinds of channels—“forward” ancttrerse” channels. When signal
transmits from Mobile Station to Base Station, tthiannel is called Reverse channel, which
is uplink.When the Base station transmit signd@¥itebile Station, it is called forward channel,
which is downlink. The coverage is often limitedthg uplink, while the capacity is
downlink limited (Radio network planning). Furthesre, the load factor or load equation
(both uplink and downlink) is commonly used to maksemi-analytical prediction of the
average capacity of a WCDMA cell, without goingastystem level capacity simulation.

In the following, the capacity of a WCDMA cell withultiple services classes is calculated.
Since the downlink capacity can be counted in #mesway with different parameters, we
can omit it. In the following considering a singdTS cell for capacity analysis, the
influence from neighbour cells is modelled as by ivise, which is expressed by neighbour
cell interference ratio introduced below. The admnais control is performed on the basis of
measured noise rise. Noise rise is the ratio ofrttezference to the interference of an
unloaded system, which corresponds to the thermiaénThe total interference density
consists of own-cell interference, the other-aakiference, and also the thermal noise. The
admission control estimates the increase of theenose that would be caused by accepting a
new connection and blocks it if the result excabdspre-defined threshold value. The noise
rise is a value that is actually measured by a Basgon.

The relevant WCDMA cell capacity defining paramstare the following:

— WCDMA chip rate, W=3.84Mcps. The chip sequence

has a much faster data than the information signdlthus spread the signal bandwidth
beyond its original bandwidth. The term chip isdise as to differentiate between coded bits
and the longer encoded bits of the information aighhe digital information signal is

directly multiplied by a code sequence with a Vaigh chip rate, which is called the
spreading process.

— Noise-rise is defined as the ratios of the tatakived wide-band power to the noise power;
It is functionally related to the cell uplink uiiation factor; .. The Value of 3dB noise-rise

corresponds t@ y.-50% utilization.
---Neighbor cell interference ratigexplained below) :

i other_cell _interference_ (2.0)
own_cell _interference =

Interference ratio depends on cell environmenies$ypf antenna used, and other factors.
Common assumed values are 0.55 or 0.65.

We first define the ENo, the energy per user bit divided by the noise tspkedensity, and the
processing gain of user j is WRs.

: Signal_of _user_j
Lrotal_ received power(excl.own_signal)

(En/Np);=Processing gain of uses
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. . wW P
This can be written as: (fNo) = . b
i

v.R |
PN total
Where W is the chip rate (explained beloR)js the received signal power from uger; is
the activity factor of user |l is the total received wideband power includingttied noise
power in the base station. By solviRgwe can derive

1
P;= o, * liotal
1+
(E,/N,y), *R *V,

We definePs=L j* liotzand the load factdr;of one connection

1
R W
(E,/Np); * R v,
The total received interference consisting of owh-aterference, other cell interference and

the thermal noise can be written as the sum ofdbeived powers from alN users in the
same call.

N N
ltotai— PN = ij :ZLj * oa
j=1 j=1

LJ:

1

The noise rise is defined as the ratio of the t@eéived wideband power to the noise power

Noise rise=ha/ Py (2.6)
Then by using the Equation (2.5), we can obtain:
1 1

N

1_Zl|_j 1_,7UL
j=

Nose rise =i/ Py =

The Noise rise approaches to infinity and the systached its pole whep, becomes
close to 1.

In addition, if we consider the interference frother cells, it can be calculated as theRatio of
other cell to own cell interferencie defined in equation (2.0). What this equatiomualty

does is comparing the interference intensity oépttells to own cell by giving a factor

which indicates other cells interference is oniytibhes as strong as the original cell
interference. And then it converts the other dellerference into the following equation:

N N
. . 1
Ny = @+i)e zLj =(+1)- z W (2.8)
j=1 =1 1+
(B, /Ng); * Rj v,

N is the total number of active users in the a@lldll service. We can also define the service-
related entities product byy.

ki= (Eo/No)sRiv; (2.9)
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Table 2.1 Parameters used in uplink capaaikyulation

Definitions Recommended values
N Number of users per cell
Vi Activity factor of user j at physical 0.67 for speech, assumed 50%
layer voice activity and DPCCH

overhead during DTX 1.0 for data

En/No Signal energy per bit divided by noise  Depend on service, bit rate,

spectral density that is required to| multipath fading channel, receive

meet a predefined QoS (e.g. bit errprantenna diversity, mobile speed, ect

rate). Noise includes both thermal
noise and interference

W WCDMA chip rate 3.84 Mcps
R Bit rate per user j Depend on service
[ Other cell to own cell interference Macro cell with omni

ratio seen by the base station receiver  directionalantenna:55%.
Macro cell with 3 sectors: 65%

The maximum number of channels of service j in cglkis:

\I——T 1—71” @+ kw) (2.9), which can be derived from (2.8)

j
In fact, the maximum number of channels of seryite calculated assuming that the cell
only provide service j. The maximum number is seguarantee the Quality of Service since

N, is closely related to Noise rise. When all N userthe cell has a low bit rate of R (e.g. a
classical all-voice-service network), we can get th
W E,/N,

- 1’ =
Eb/NO-R-v>> = T WIR

e Neve (L+i)

In this case, we can simplify equation (2.9) to be

1 W
N L= _ (——
max, j ”UL 1+| (k )

j
Finally, we define a parameter,Rthe service j channel spread bit rate, the prapodf W
utilized by one service Rchannel:

w :ﬂ(kj - ! )
Nmax,j ,7UL kj +W

R =

S:)
The R, ; is the bandwidth of each channel of the totgl N channels. If we specify the total

capacity and bandwidth of one cell by a common tadlith unit, say 20.5 keps, the R can

be counted or quantized as numbers of unit chaniiele choose a smaller unit bandwidth,
more accuracy will be achieved. The equations algoxeean approach to obtain unified

Attention: This is not an ITU publication made availablehe public, buan internal ITU Document intended only for us
by the Member States of the ITU and by its Secteniders and their respective staff and collaboratotiseir ITU relateg
work. It shall not be made available to, and usgdany other persons or entities without the pvioitten consent of the
ITU.

[©]

ITU Telecom Network Planning efBrence Manual - Draft version 5.1 January 2008



242

measure unit for calculating traffic for in muliéwsice and multi-QoS WCDMA system. An
example using the formulas above is provided below.

Table 2.2 Capacity of a WCDMA cell. Assuming i=0.55,, = 03V=3840 kcps

j Service Rlkbps] | Vi | (Ev/So)js) | (Eo/So); k; Nmaxj Rsj
[kcps]

1 Voice 7.95 0.67 4 2.51 13.38 92.9 41

2 | Voice/moving| 7.95 0.67 7 5.01 26.7C 46.7 82

3 Data 32 1 3 2.00 63.8% 19.Y 195

4 Data 64 1 2 1.58 101.43 125 306

The downlink load factor can be calculated in thee way. What we should notice is that in
downlink MS suffers multiple access interferena@rfrboth other users within one cell but
also from other cells, which is the case in thenkplThe reason is that poor synchronization
makes the orthogonality.

Finally, we come to compare the coverage and cgpiaatation in both downlink and uplink.
Some interesting results come out. In uplink, theecage remains too small although either
we increase or decrease the load. Therefore, addBtudy how to enhance the uplink
coverage in the future. On the contrary, the dawknié capacity limited case. Whatever we
reduce the coverage, the capacity always has aJathie

But in general, the capacity and coverage alwagsaheade-off relation in both downlink and
uplink. Increasing capacity will inevitable resintloss of coverage. We may solve the
downlink capacity limited problem by power spligibetween frequencies or power splitting
between sectors.

7.4.2.3 Soft capacity for both WCDMA and GSM

The soft capacity can be explained as follows. \Meeha cell in the middle of neighbouring
cells. The less interference is coming from theglhleouring cells, the more channels are
available in the middle cell. When the service satethe neighbouring cells are quite high,
we may have a low spreading factor and thus snuatlber of scrambling codes for each user.
Therefore, number of the users in the cells is kéth a low number of channels per cell,
the average load must be low to guarantee low biggirobability. Since the average loading
is low, there is typically extra capacity availabieéhe neighbouring cells, therefore
interference gives soft capacity.

Also in GSM system, we have the outage-limited i€¢He cell is micro-cell and with a low
reuse factor. In this case, cells of the same &BQgy share the interferences, instead of the
neighbouring cells, and one cell may borrow theacép from other cells within the same
frequency if load is low. Below we show the stepisdalculating soft capacity
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* Soft capacity: the increase of Erlang capacity with soft blocking compared to that with
hard blocking with the same maximum number of channels per cell.
Erlang capacity with soft blocking

SoftCapacity =
Evlang capacity with hard blocking

Algorithm for estimation:

* Calculate the number of channels per cell. &V, in the equally loaded case, based on the
uplink load factor.
*  Multiply total number of channels by 1+ : to obtain the total pool in the soft blocking case.

* Calculate the maximum offered traffic from the Erlang B formula.
* Divide the Erlang capacity by 1+:.

7.4.2.4 Detailed cell planning and Optimization

7.4.2.4.1 lterative Capacity and Coverage Predictio

In the detail planning phase real propagation ttata the planned area is needed, together
with the estimated user density and user trafflsoAnformation about the existing base
station sites is needed in order to utilize thestaxg site investments. The output of the
detailed capacity and coverage planning are the &tasion locations, configurations and
parameters. Network optimization includes: perfaroeameasurement, analysis of the
measurement results, updates in the network camatigimns and parameters. A comprehensive
treatment can be found in Chapter 3 in [7.4.61his section, we only give general overview
of cell planning; recent research on cell plan{i|ng. automatic cell planning) will be
discussed in detail in next section

Since in W-CDMA all users are sharing the samerfietence resource in the air interface,
they cannot be analysed independently. Each usgftugncing the others and causing their
transmission to change. These changes themselags@yse changes, and so on. Therefore,
the whole prediction process has to be done itegtuntil the transmission power is
stabilised. This iterative process is illustratedrigure 8.16. Also, the mobile speeds, multi-
path channel profiles, and bit rates and type&nfises used play a more important role in
TDMA/FDMA systems. Furthermore, in W-CDMA fast pomaontrol in both uplink and
downlink, soft/softer handover and orthogonal dominthannels are included, which also
has impact on the system performance. In currei G&/erage planning processes the base
station sensitivity is typically assumed to be ¢ansand the coverage threshold is the same
for each base station. On contrary, in the calW-@¥DMA the base station sensitivity is cell
and service specific since it depends on the nummibesers and used bit rates in all cells.
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Allocate users to the calculation area
{randomly or based on information

frawmn the axisting systam)

¥

Calculate interference levels

Al;}

predefined max load

Aemove one or a few users
randomly from that cell

-

L

leration completed, show results
* COVErage areas
= capacity per cell

Figure 8.16. lieration capacity and coverage calculations

7.4.2.4.2 Planning Tool for radio network optimiz&ion

In third generation systems, a more detailed iaterfce planning and capacity analysis than
simply coverage optimization is needed. The toolsthaid the planner to optimize the base
station configurations, the antenna directions ewreh the site locations, in order to meet the
quality of service and the capacity and serviceliregnent at the minimum cost. To achieve
the optimum result the tool must have knowledgthefradio resource algorithms in order to
perform operations and make decisions, like thenetvork. Uplink and downlink coverage
probabilities are determined for a specific sex\y testing the service availability in each
location of planning area. A detailed descriptidoioe planning tool can be found in [7.4.7].
New planning methods, so-called automatic radiomilag, have an important impact on
radio network planning. In automatic radio netwpl&nning, the optimization process has to
rely completely on the result of the propagatioaediction. The accuracy of these propagation
prediction methods has a crucial impact on theall/quality of the planning and
optimization results. As an example, one of thesaimthe IST project MOMENTUM' is to
develop an adaptive propagation model for autonzatiicplanning [7.4.7].

The planning tool described here differs from tlgaainic simulator introduced in radio
resource management. The planning tool is a Satialator based on average conditions,
and snapshots of the network can be taken. Themigreamulator includes the traffic and
mobility models which make it possible to develoy @est the real-time radio resource
management (RRM) algorithms. The dynamic simulaticen be used to study the
performance of the RRM algorithms in realistic @amiments and the results of those
simulations can be used as an input to this netwiakning tool. For example, the practical
performance of the handover algorithms with measerd errors and delays can be tested in
the dynamic tool and the results fed into the netvbanning tool. Testing of RRM
algorithms requires accurate modelling of WCDMAIperformance, and therefore a time
resolution corresponding to power control frequeotcy.5 kHz is used in the dynamic
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simulator. Such a high accuracy makes the dynamiglation tool complex and simulations
are still too slow- using current top-line high speed workstatierfer practical network
planning purpose. The accurate dynamic simulabohdan be used to verify and develop the
more simple performance modelling in the netwodnping tool. When enough results from
large-scale WCDMA networks are available, thoseltswill be used in calibratiing the
network planning tool [7.4.7].

7.4.2.4.3 Radio Network Optimization

Network optimization is a process to improve therall network quality as experienced by
the mobile subscribers and to ensure that netwes@urces are used efficiently. Optimization
includes: (1) Performance measurements. (2) Arabfsihe measurement results. (3)
Updates in the network configuration and paramgieds7].

The optimization process is shown below in Figurobw.

Performance  §
measurements | Key Performance
e Sa sl P .l_.- I___.?

g

Update of
parameters, site £
configurations efc. £

funing
= - Performance
analysis

Figure 8.19. Network optimisation process

A clear picture of the current network performareceeeded for the performance
optimization. Typical measurement tools are shawRigure 8.20. The measurements can be
obtained from the test mobile and from the radiovoek elements. The WCDMA mobile can
provide relevant measurement data, e.g. uplinksiréssion power, soft hand-over rate and
probabilities, CPICH E/N, and downlink BLER. Also scanners can be usedawige some

of the downlink measurements, like CPICH measurésiien the neighbourly optimizations.
The radio network can typically provide connectievel and cell level measurements.
Examples of the connection measurements includekuBLER and downlink transmission
power. Connection level measurements, both fromrmtbkile and from the network, are
important to get the network running and provide taquired quality of service for the end
users. The cell level measurements may includéothéreceived power and total transmitted
power, the same parameters that are used by tleeresmburce management algorithms
[7.4.7].

The measurement tools can provide lots of resultsrder to speed up the measurement
analysis it is beneficial to define the most impattmeasurements called Key Performance
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Indicator (KPI). Examples of KPI include the tokalse station transmission power, soft
handover overhead, drop call rate and packet ddégy.dThe comparison of KPIs and desired
target values indicates the problem areas in theark where the network tuning can be
focused. The network tuning can include the updat€RM parameters, e.g. handover
parameters, common channel powers or packet dedenpgers. The tuning can also include
changes of antenna directions. It may be possibdeljust the antenna tilts remotely without
any site visits. With advanced Operations Suppgstedn (OSS) the network performance
monitoring and optimization can be automated. O&8pwint out the performance problems,
propose corrective actions and even make someg@aaitions automatically [7.4.7].

The network performance can be best observed wigetndffic load is high. With low load
some of the problems may not be visible. Therefaeeneed to consider artificial load
generation to emulate high loading in the netwérkigh uplink load can be generated by
increasing the Eb/No. If we increase manually Ef@No target, e.g. 10 dB higher than
normal operation point, that uplink connection waluse 10 times more interference and
converts 32 kbps connection into 320 kbps highdié connection from the interference
point of view. Another load generation approackamnlink is to transmit dummy data in
downlink with a few code channels even if therera