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CHAPTER 6

6.
DIGITAL TRANSMISSION (PDH, SDH, DWDM, xDSL)

6.1
PLESIOCHRONOUS DIGITAL HIERARCHY (PDH)

6.1.1
Principles

In the beginning of the 1960s new transmission techniques were established using Pulse Code Modulation, PCM. These techniques are a combination of pulse code modulation and time division multiplex transmission and, like FDM carrier techniques, permit utilisation of a single transmission circuit for more than one telephone channel.

The basic principle of PCM transmission involves the periodic sampling of voice-frequency signals. The sampling frequency is plesiochronous, i.e. a nominal rate with a permissible deviation from this rate. The analogue amplitude obtained at each sampling instant is converted into a number of digital pulses arranged within one time slot. The signal transmitted to line consists of a series of such time slots which, at the receiving terminal, are reconverted into a series of analogue signals, permitting the reconstruction of the speech information in analogue form.  The speech time slots are arranged in frames containing time slots for frame synchronisation and signalling.

PCM line signals consist of digital pulses, which can be regenerated by relatively simple digital repeaters placed at regular intervals. Signal-to noise ratio, attenuation and distortion are almost independent of the number of repeaters. Limitations occur due to accumulated jitter. The less stringent demands on the quality of the transmission medium are gained at the cost of increased bandwidth requirements. The PCM coding-decoding process, where an infinite number of amplitudes are represented by a finite number of quantified samples leads to quantization noise, which can be reduced by non-linear coding methods.

Among the advantages of digital transmission is the capability of encompassing all types of signals which are represented in digital form: e.g. speech, data, sound and video.

6.1.2
Standards

ITU has defined PCM - and Digital Multiplexers in its G-Series of Recommendations.

Some of the more important Recommendations are listed below with abbreviated titles:

· Digital Hierarchy bit rates
(G.702)

· Characteristics of digital interfaces (G.703)

· Principal characteristics of multiplex equipment (G.731 - G.755)

Three multiplex hierarchies exist worldwide, differing in bit rates, frame format and coding methods, see Table 6.1.

	PDH Level
	Europe (A-law)
	
	USA (m-law)
	
	Japan (m-law)
	

	0
	64 kbit/s
	1 ch
	64 bit/s
	1 ch
	64 kbit/s
	1 ch

	1
	2048 kbit/s
	30 ch
	1544 kbit/s
	24 ch
	1544 kbit/s
	24 ch

	2
	8448 kbit/s
	120 ch
	6312 kbit/s
	
	6312 kbit/s
	

	3
	34.368 Mbit/s      
	480 ch
	44.736 Mbit/s
	
	32.064 Mbit/s
	

	4
	139.264 Mbit/s    
	1920 ch
	139.264 Mbit/s
	
	97.728 Mbit/s
	


Table 6.1 – PDH Levels

The Recommendations describe the functions of the equipment, but not implementation details. Some of the essential functions are:

Sampling. 
The amplitude of the 4 kHz bandwidth analogue signal is measured (sampled) 8000 times per second.

Quantization 
Each sample is represented by an 8 bit code permitting 256 code



and Coding

words which represent 256 analogue signal levels.

Channel

Each telephone channel is represented by 8 bit words repeated 8000 




times per second leading to a bit rate of 64 kbit/s.

Framing

The timeslots representing various channels are multiplexed together



forming a frame, which is identified by a frame alignment word. In 



addition frames can contain signalling and management information.

Management
The management bits in frames lead to defined actions and consequent 


signals, simplifying the identification of the source and location of faults.

6.1.3 
Implementation

Figure 6.1 illustrates plesiochronous transmission from a pcm multiplexer to an exchange using digital multiplexers and digital line systems. Each digital multiplexer has its own timing source. Due to bit interleaving at each multiplexer level the 8 bit (byte) structure of each channel is only accessible at the end points of the connection. The different multiplexer timing sources make it impossible to retrieve a particular channel (time slot) from a higher order frame without additional multiplexing / demultiplexing equipment. In addition each plesiochronous frame provides very little overhead information which would be required for efficient network management. In spite of the earlier described PDH advantages compared to analogue transmission, plesiochronous transmission is not appropriate for future integrated networks.


[image: image25.wmf]Figure 6.1 - Example of plesiochronous multiplexing

Plesiochronous systems are used e.g.

· in rural areas with overhead pair cables, (multiplex levels 1 and 2)s

· in local areas for connection of radio stations (multiplex levels 1 and 2)

· in long distance network with coaxial and fibre cables (multiplex levels 3,4 and 5).

6.2. 
SYNCHRONOUS DIGITAL HIERARCHY (SDH)

6.2.1 
Principles

By the middle of the 1980s the increased demand for higher transmission bit rates, more flexible channel handling, together with more elaborate management requirements, lead to the concept of the Synchronous Digital Hierarchy. SDH extends the principles of PDH by defining new administrative levels derived by direct byte interleaving, leading to a number of advantages:

· Digital 64 kbit/s channels or groups of channels can be added to or extracted directly from SDH signals leading to economic ADD/DROP equipment

· Plesiochronous signals of different levels and belonging to different hierarchies (e.g. CEPT, ANSI) can be mapped to SDH and transmitted over SDH signals. 

· Digital channels belonging to different levels can be switched in Synchronous Digital Cross Connect equipment (DXC)

· The routing in DXC networks can be command controlled permitting, in a flexible way, different  
logical network configurations at different times.

· DXCs permit sorting (e.g. the separation of data, voice and video signals) and packing (economic utilisation of the transmission media) of the transmitted information.

· Last but not least, SDH and DXC equipment has been designed for network management based on the principles of Telecommunication Management Networks (TMN).

SDH signals are transmitted in the form of Synchronous Transport Modules (STM). The module STM-1, as shown in Figure 6.2, contains 2349 data bytes (STM payload) and 81 overhead bytes (STM OH) which are transmitted 8000 times per second, leading to the transmission bit rate 155.520 Mbit/s. Higher transmission rates 155.52 x N are achieved with the synchronous transport modules STM-N with SDH levels N= 4, 16 and 64.

The STM payload contains information according to the SDH multiplexing scheme illustrated in Figure 6.3. Plesiochronous signals are converted (mapped) to synchronous signals, they are inserted in Virtual Containers (VC), multiplexed and transmitted as Synchronous Transport Modules (STM) across a digital line. VCs and STMs contain in addition, ample overhead information for the management and phase alignment of the digital signals in the various multiplexing stages.
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Figure 6.2 - Illustration of Synchronous Transport Module STM-N

6.2.2
Standards

The ITU has defined SDH Equipment and its management in the G Series of Recommendations. Some of the more important Recommendations are listed with abbreviated titles and explained in more details below:


Digital networks and their architecture (G.801, G.802, G.803, G.805)


Principal characteristics of multiplexing equipment for SDH (G.781, G.782, G.783)


Digital Line Systems (G.957, G.958)


Synchronous Digital Hierarchy Management (G.773, G.774 and G.784)

Table 6.2 below shows SDH levels, related bit-rates and number of 64 kbit/s channels:

	                   SDH levels
	               Bit rate (kbit/s)
	No. of telephone channels

	                    STM-1
	                   155,520
	1,920

	                    STM-4
	                   622,080
	7,680

	                    STM-16
	                  2,488,320
	30,720

	                    STM-64
	                  9,953,280
	122,880


Table 6.2 – SDH Levels

The Synchronous Optical Network (SONET) is based on 52 Mbit/s (USA standard), which can be multiplexed to STM-1.

Figure 6.3 shows the world-wide accepted multiplexing schemes and Figure 6.4 illustrates a multiplexing example based on this scheme.

A plesiochronous 2 Mbit/s tributary signal is mapped into a synchronous Container (C-12) with the addition of justification bits for frequency adaptation. After addition of Path Overhead information (VC-12 POH) for path management the Virtual Container (VC-12) is obtained. The phase difference between VC-12 and Tributary Units (TU) is indicated by a Tributary Unit Pointer, after addition of the pointer the Tributary Unit TU-12 is obtained (pointer processing). In the first multiplexing stage three TU-12s are inserted into one Tributary Unit Group (TUG-2). The second multiplexing stage combines 7 TUG-2s and Path Overhead information (VC-3 POH) in the Virtual Container VC-3. After addition of pointer information for phase alignment the Administrative Unit AU-3 is obtained (pointer processing). The third multiplexing stage multiplexes 3 AU-3s to the Administrative Unit Group (AUG). Finally in the forth multiplexing stage N AUGs are byte interleaved. STM-N is obtained after addition of Repeater Section Overhead (RSOH) for the management of repeater sections and Multiplex Section Overhead (MSOH) for the management of multiplex sections. 

In such a way a STM-1 can transmit 3x7x3 = 63  2Mbit/s tributaries or 3x 34 Mbit/s tributaries or one 140 Mbit/s tributary.
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Figure 6.3 - SDH multiplexing scheme
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Figure 6.4 - 2 Mbit/s multiplexing example

The SDH Recommendations describe in detail the overhead information offered by 
STM-N for management of VC paths, Multiplexer, and Regenerator Sections and the extensive management functions provided across the TMN Q3 interfaces. The SDH terminals are equipped with Multiplex Section Protection for the protection of point-to-point connections. Multiplex Section Shared Protection Rings (MSSP), consisting of 2 bi-directional rings connected to Add/Drop multiplexers, offer efficient protection against node or ring failures.

6.2.3
Implementation

SDH networks contain SDH Multiplexers (Terminal and ADD/DROP Multiplexers), Digital Cross Connects (with different cross connect levels) and Digital Line Systems (using coaxial or fibre cables). Figure 6.5 illustrates a typical SDH transmission network for the transmission of plesiochronous tributaries.
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Figure 6.5 - Example of SDH transmission network

A number of multiplexer types has been standardised and are shown in Figure 6.6:

Type   I
for conversion from plesiochronous to synchronous STM-N signals.


Signals between plesiochronous terminals or network parts can be transmitted 


using the benefits of synchronous transmission.
Type   II
for conversion between various STM signals. A number of STM-1 signals can


be multiplexed to a higher bit rate to use fibre optic cables more efficiently.
Type   III 
for drop / insert of plesiochronous and synchronous signals to STM-N.


Single channels or groups of channels can be added or dropped from a


synchronous bit flow, e.g. for Add/Drop multiplexers in ring configurations.
Type   IV
for interworking between AU-4 (CEPT) and AU-3 (ANSI). Interworking between 

different hierarchies e.g. if CEPT related SDH signals have to be transmitted 


across ANSI facilities and vice versa.

Types I and II permit flexible channel assignment, which corresponds to a limited cross connect functionality.
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Figure 6.6 -  SDH Multiplexer Types

Digital Cross Connect equipments permit the switching of various synchronous and, after mapping, plesiochronous tributaries which enter and exit the DXC at the port level. The level which is used for the switching (cross connect level) is equal or less than the port level. Typical port levels are: 2, 34, 140 Mbit/s and STM-1 signals. Typical cross connect levels are: VC-12, VC-3, VC-4.
The various Digital Cross Connect equipments can be characterised by these levels as illustrated below:

DXC 1/0 
e.g. port level 2.048 Mbit/s and cross connect level 64 kbit/s 


for 64 kbit/s leased line networks

DXC 4/1
e.g. port level 140 Mbit/s and cross connect level VC-12


for 2 Mbit/s leased line networks

DXC 4/4
e.g. port level 140 Mbit/s or STM-1 and cross connect level VC-4


for network protection, together with DXC 4/1 for network administration


Depending on the requirements, a number of DXC combinations have been considered, e.g.

	DXC Type
	Plesiochronous and synchronous port levels (and cross connect levels)

	Type I
	140 Mbit/s / STM-N (VC-4)

	Type II
	2, 34, 140 Mbit/s / STM-N (VC-12)

	Type III
	2, 34, 140 Mbit/s (VC-12) and 34 Mbit/s (VC-3) and 140 Mbit/s (VC-4) / STM-N


Table 6.3 – DCX Types

Digital line systems, SDH multiplexers and DXC equipment are the ingredients of new digital transmission networks. A typical configuration is shown in Figure 6.7. The network in the example consists of 3 network layers (national, regional and local network layers) using mainly ring configurations in each layer. The reasons behind this network structure are:

· the flexibility of DXCs increases the degree of utilisation and simplifies planning, e.g. connections between customers in different access network parts use the regional layer and the national layer for the establishment of the connection;

· MSSP rings, and the use of  2 node connections between 2 adjacent rings, offer a very high level of reliability;

· the simple network structure is suitable for TMN, which simplifies operation, administration, and maintenance, decreasing management costs.
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Figure 6.7 SDH Network Example

The introduction of SDH can follow three different strategies:

·
The top-down strategy in which SDH is first employed in the trunk and long distance 
network to offer increased transmission capacity with improved management capability.

·  
The bottom-up strategy in which SDH is first introduced in the local network forming 
SDH islands, e.g. for local customers requiring high speed data interconnection.

·  
The overlay strategy which leads to separate SDH networks, e.g. for distributed 
customers requiring improved quality and data rates compared with existing networks.
6.3
Dense Wavelength Division Multiplex (WDM)

6.3.1
Principles

The continuous demand for increased bandwidth at reasonable cost, together with the evolution of fibres and fibre optical components, led to the renascence of frequency division systems (FDM). However, as the copper-bound FDM systems could only transmit about 10000 analogue telephone channels, high density wavelength division multiplex systems (DWDM) on fibres will be able to transmit about 30 Million digital telephone channels or a corresponding number of broadband channels.

Figure 6.8 illustrates the evolution of fibre optical transmission systems.

In the early 1970s systems with light emitting diode transmitters (LED) using multi-mode fibres in the 1.3 mm band and 10 km repeater distances could transmit up to about 300 Mbit/s.

During the late 1980s systems with Laser transmitters using single-mode fibres in the 1.55 mm band and 100 km repeater distances could transmit up to about 2500 Mbit/s.

The late 1990s systems with parallel working, narrow-band lasers at different frequencies and Erbium-doped fibre amplifiers using single-mode fibres in the 1.55 mm band and 120 km amplifier distances will transmit up to about 2500 Gbit/s. However, the total distance between DWDM terminals will be limited to about 600 km.


[image: image8.wmf] 

1

 

2

 

n

 

1

 

2

 

n

 

~8 um

 

Laser

 

Laser

 

n = 8 

-

 32

 

~100 km

 

~600 km

 

~0.3 Gbit/s

 

~2.5 Gbit/s

 

< 80 Gbit/s

 

Opt

ical

 

Amplifier

 

Repeater

 

T = Transmitter

 

R = Receiver

 

 

~50 um

 

LED

 

~10 km

 

T

 

R

 

1.3 um

 

1.55 um

 

Figure 6.8 - Evolution of Optical Fibre Transmission Systems
	DWDM Advantages
	DWDM Disadvantages

	DWDM offers high transmission rates on fibre pairs, the capacity can be increased without laying new cables as existing cables can be used

The transmission capacity can be increased in a modular manner by adding additional wavelengths as and when capacity increases are required

DWDM systems are transparent, i.e. different wavelengths can carry different data at different data rates

Two-way DWDM transmission is possible across a single fibre
	Due to imperfections in the present optical amplifiers the number of amplifiers and the total distance between DWDM terminals is limited

DWDM systems offer less monitoring and management capabilities compared with time division multiplex systems


Table 6.4 – DWDM Advantages and dis-advantages

6.3.2
Standards

ITU has defined optical networking in its G Series of Recommendations:

Some Recommendations with abbreviated titles are shown below:

· Optical line systems with optical amplifiers and optical multiplexing (G.681)

· Optical interfaces for multi-channel systems with optical amplifiers (G.692)

· Structures and mapping for the optical transport network (G.709)

· Functional characteristics of optical networking equipment (G.798)

· Framework for optical networking Recommendations:

· Architecture, Requirements and Management (G.871, 872, 873, 874, 875)

The Recommendations describe

· frequency allocations,

· access and line interfaces,

· management functions

Figure 6.9 shows the recommended ITU wavelength grid, permitting up to 43 optical frequencies in the 1.55 mm window.
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Figure 6.9 - ITU Wavelength Grid
An additional frequency is employed as Optical Supervisory Channel (OSC). Figure 6.10 shows as an example an OSC arranged at 1,51 mm, i.e. outside the frequency band of the payload channels. The OSC can carry a 2 Mbit/s framed signal permitting it to transmit ample management information  e.g. optical section trace and status, laser output power control, data communication channels and engineering orderwire.
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Figure 6.10 - Optical Supervisory Channel

6.3.3 
Implementation

Figure 6.11 illustrates optical multiplexing / demultiplexing and add-drop functionalities in an Optical Add-Drop Multiplexer / Demultiplexer (OADM). Incoming optical tributaries at the Single Channel Interface (SCI) normally have unspecified wavelengths generated in Electrical/Optical Converters. They are converted to standardised wavelengths in a send transponder (TP), multiplexed in a fibre coupler assembly and transmitted via an optical send amplifier (SA) to the Main Path Interface (MPI). In the receive direction incoming line signals are amplified in an optical receive amplifier (RA) and demultiplexed in discrete wavelength filters, e.g. in planar-array waveguides. Receive transponders (RTP) are required if 1.55 mm signals are not suitable for the subsequent converters. In addition to the add/drop frequencies other frequencies can pass through the OADM. The add-drop function of OSC is not shown in the Figure.
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Figure 6.11 - Optical Add-Drop Multiplexer/Demultiplexer Example 

Figures 6.12 and 6.13 show typical optical network configurations.

The Point-to Point network consists of Optical Terminal Multiplexers/Demultiplexers (OTM)

and Optical Line Amplifiers (OLA). For management the OSC is connected via a Control Unit 

(CON) and a Q3 management interface to a Work Station (WS).

With Optical Add/Drop Multiplexers/Demultiplexers (OADM) Optical Point-to-Point protection networks are feasible. The switch-over from working to protection section is initiated by signal detection and activated by OSC functions.

A number of OADMs can be arranged in rings, offering flexible network and traffic configurations. In the case of node or line faults re-routing in the ring can be activated by OSC functions. In the example the traffic between the nodes A+B, A+C and C+D uses the frequencyl1, and the traffic between nodes A+D is based on the frequency l2. A fault between nodes A and C results in re-routing via nodes B and D.
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Figure 6.13 - Optical Ring Network Traffic Example
Future transmission networks are expected to be based on ATM for the establishment of services.  ATM signals can be carried by SDH transmission and SDH signals can be carried by DWDM transmission. As illustrated in Figure 6.14 the combination of these technologies permits a variety of different protection and routing schemes. The example shows DWDM and SDH protection which co-operates with the re-routing facilities of ATM nodes, e.g. controlled by a network management system. In the case of Internet connections additional routing is possible using Internet routing protocols. Proper choice of protection mechanisms is necessary to guarantee the high performance requirements of existing and new services.
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Figure 6.14 - Network Protection
6.4. 
DIGITAL SUBSCRIBER LINES (XDSL)

6.4.1 
Subscriber Loops

Users of telecommunication services, subscribers, are connected across the access network to the transit networks. Historically these connections, subscriber loops, consist of twisted copper pairs assembled in cables. Figure 6.15 shows an example of telephone loop plant with feeder cables to concentrated customer areas, distribution cables to potential customer sites and drop wires to customer premise.
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Figure 6.15 - Example of telephone loop plant

Subscriber loops have been under study for many years and different models exist to describe important parameters  such as


(   cable type (wire diameter, isolation material)


(   cable length


(   loop structure ( load coils, bridged taps)


(   noise sources ( cross talk, impulse noise, radio frequency interference)

For analogue voice frequency signals, it is normally the attenuation, based on the wire gauge, determines the  length of a subscriber loop. Loading coils are used in some cases to extend the range.

For digital signals with bandwidths exceeding voice frequencies it is normally attenuation, crosstalk and phase delay which limit subscriber loop lengths. In addition impulse noise can influence the range.

The introduction of new services demanding digital signals with higher and higher bit rates made it necessary to either extend the usable bandwidth of existing subscriber loops with  sophisticated technologies, or to replace the twisted pairs with broadband transmission media such as fibre/coaxial cables or wireless transmission .

The extensive cost involved in replacing the existing subscriber loops, together with  developments in the field of digital signal processing, led to  the  development of new technologies for better utilization of the available bandwidth such as:

· baseband modems

· voice band modems

· digital subscriber lines (xDSL)

About 15 % of existing subscriber loops require upgrade activities to be suitable for xDSL techniques. Corrective measures include the introduction of mid-span repeaters and the removal of load coils, and in certain cases the removal of bridged taps. Simultaneous transmission of voice frequency signals and higher frequency signals, in the same or opposite directions, can require splitter installation as illustrated in Figure 6.16.
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Figure 6.16 -  Example of splitter installation

Near-end crosstalk (NEXT) is a major impairment for systems that share the same frequency band for upstream and downstream transmission. NEXT noise is seen by the receiver located at the same end of the cable as the transmitter which is the noise source. Far-end crosstalk (FEXT) is the noise detected by the receiver located at the far end of the cable from the transmitter which is the noise source. FEXT is less severe than NEXT because the FEXT noise is attenuated by traversing the full length of the cable.

Splitter filter configurations make it possible to isolate POTS and DSL applications. Splitters decrease the influence of on-off hook related impedance changes, pulse, ringing and crosstalk disturbances. Near-end crosstalk has to be attenuated as a DSL transmitter sends with about 100 mW and a telephone receiver works with 0.1 mW.

The usable spectrum of the twisted pair can be extended from the voice frequency signals of up to 4 kHz,  to over 500 kHz for the transmission of digital signals using xDSL technologies. With powerful digital signal processing it is possible to use sophisticated coding methods which mitigate crosstalk. Together with channel equalization and echo cancellation techniques bit rates in the range of Mbit/s can be transmitted across existing physical subscriber loops. Subscriber Line Systems are designed with a 6 dB signal to noise margin to secure a bit error rate better than 10 exp –7. The design margin provides e.g. for cable variations and noise impairment and is a trade of between reliable operation and transmission across the longest possible loop.

6.4.2 
Subscriber Line Systems

Voice band modems were introduced in the late 1950s to transmit data in the voice frequency band from 200 Hz to 3400 kHz.  More and more bandwidth efficient modems were developed, in late 1996 the technological limit for modems were achieved with the standardization of the ITU V.90 modems offering up to 56 kbit/s transmission across a dial-up telephone connection with a bandwidth efficiency of about 14 bits/s per Hz.

Table 6.5 below relates the existing and new technologies to access bit rates and applications.

	Type
	Description
	Access / Bit rates / range
	Applications

	BB
	Baseband Modems
	Duplex: 32kbit/s to 2Mbit/s

Range: few km / 1 pair
	Leased line connection.

	V.22 to  V.90
	Voiceband Modem connections
	Duplex: 1.2kbit/s to 56kbit/s

Range: unlimited / 1 pair
	Dial-up connection.

	DSL
	Digital Subscriber Line
	Duplex: 160kbit/s (2B+D+MI)

Range: up to 5.5 km / 1 pair
	ISDN service.

	HDSL
	High Data-rate Digital Subscriber Line
	Duplex: 2 x T1; 2 x E1

1 or 2 pairs of copper wire

Range: 3700m without repeater
	T1 and E1 services.

	SDSL
	Digital Subscriber Line
	Duplex: 2 x T1; 2 x E1

1 pairs of copper wire

Range: to 3000m 
	Synchronous services.

	ADSL
	Digital Subscriber Line
	Downstream: 1.5 to 9 Mbit/s

Upstream: 16kbit/s to 640 kbit/s

Range: 2700 to 5400 m / 1 pair
	Internet, VoD, LAN, Video, and multimedia.

	VDSL
	Digital Subscriber Line
	Downstream: 13 to 52 Mbit/s

Upstream: 1.6 Mbit/s to 13 Mbit/s

Range: 300 to 1350 m / 1 pair
	Same as ADSL and HDSL.


T1 = 1.544 Mbit/s, E1 = 2.048 Mbit/s,  MI = Management Information

Table 6.5 – Subscriber Line Technologies

The concept of ISDN as conceived in 1976 offers a Basic Rate access of two B channels (2 x 64 kbit/s),  one D channel (16 kbit/s) and additional 16 kbit/s for management functions, resulting in a duplex transmission capacity of 160 kbit/s. Data is sent in both directions simultaneously with echo-cancelled transmission . With 2B1Q baseband transmission techniques a bandwidth of 80kHz is required. The resulting bandwidth efficiency is 2 bit/s per Hz.

Based on ISDN designs during 1992 the first HDSL systems were put into service.

HDSL provides two-way 1.544 or 2.048 Mbit/s transmission over twisted pair subscriber loops up to 3.7 km. Echo-cancelled hybrid duplex 2B1Q transmission is normally used. HDSL systems use two pairs of wires, with each pair conveying half of the payload in both directions (dual-duplex transmission). In addition single-duplex and dual-simplex transmission modes are possible.

SDSL provides the same bandwidth upstream as downstream using one pair. The price paid for maintaining bandwidth symmetry is lower aggregate bandwidth. Data rates from 384 kbit/s up to 2 Mbit/s are possible.

In many applications a higher downstream rate (from the central office end to the remote terminal end) compared to the upstream data rate is required. ADSL is a loop transmission technology that simultaneously transports the following via one pair of wires up to about 5 km:

· Downstream (towards the customer) bit rates up to about 9 Mbit/s

· Upstream (toward the network) bit rates up to 1 Mbit/s

· Plain old telephone service

The ADSL system was defined by the ITU-T around 1998, to operate with or without splitter installations. Due to the high bandwidth efficiency of about 15 bit/s per Hz and the simple installation, ADSL systems are expected to be used in large quantities on existing subscriber loops.

VDSL is an extension of xDSL technology to higher bit rates, up to 52 Mbit/s downstream and up to 13 Mbit/s upstream over short distances (the details are still being evaluated within ITU-T SG15).

Figure 6.17 shows the general structure of a 2B1Q DSL transceiver. The incoming data flow from the user terminal is scrambled, to avoid long streams of zeros or ones, every bit pair is encoded into a 2B1Q symbol, thus the symbol rate is half of the bit rate. Two binary signals are converted in one 4-level signal. The symbols are converted to the line code and after filtering sent to the hybrid circuit and subscriber loop.

The incoming line signals are filtered to minimize the out-of-band noise, amplified and regenerated in the analogue-digital converter with the aid of timing signals. The send side 2B1Q symbols are sent to the echo canceller, which models the equivalence of the echo path. Send and receive clocks are synchronized to obtain a stable echo path transfer function. The digitised and echo cancelled received signal is further filtered by the decision feedback circuit and sent to the decision device, which is a four –level threshold detector. After converting to binary signals and descrambling the received information is sent to the user terminal.
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Figure 6.17 - General DSL Transceiver Structure,

6.4.3 
ADSL

Initially, ADSL was specified for Video –on –Demand and ISDN type services.  In contrast to other transmission systems with defined bit rates ADSL contains rate adaptation, i.e. the throughput depends on the quality of the transmission media.

Figure 6.18 illustrates the ADSL Reference Model
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  ATU-R = ADSL Transceiver Unit, Remote Terminal  End

Figure 6.18 - ADSL Reference Model.

Two versions of systems are considered as shown in Figure 6.19:

·  
Full-rate ADSL with a cut-off frequency of  1104 kHz

·  
ADSL Lite with a cut-off frequency of  552 kHz

The available bandwidth of the subscriber loop is divided into frequency bands for:

( 
analogue POTs or ISDN

(
upstream subcarriers

( 
downstream subcarriers













Figure 6.19 - Frequency Plan for ADS

In addition to the versions shown in Figure 6.19,  ADSL Lite and Full Rate ADSL

can use echo cancellation, i.e. the frequency band 4–138 kHz is used for both upstream and downstream transmission.

ADSL Lite is expected to replace voice band modems for internet access and will be used in considerable quantities if the following can be achieved:


(   Easy end-user installation without splitters and visit by service personnel


(   Long transmission distance


(   Flexible data rates up to 1.5 Mbit/s for users


(   Interoperability and compatibility with Full-rate ADSL

The requirements for easy installation make splitterless installation an important provision for ADSL Lite. However, in certain cases ADSL Lite demands splitters or additional filters to protect the telephone sets as illustrated in Figure 6.20.

















Figure 6.20 - Examples of ADSL Lite installation

Table 6.6 below illustrates examples of ADSL ranges over loops with typical noise and 0.4 mm wire diameter.

	0.4 mm wire



	Downstream
	Upstream
	Loop Length



	Full-rate ADSL


 

	4096 kbit/s

2048 kbit/s

578  kbit/s
	120 kbit/s

128 kbit/s

128 kbit/s
	2.8 km

3.5 km

4.2 km

	ADSL Lite
	1536 kbit/s

1536 kbit/s


	256 kbit/s

96 kbit/s

96 kbit/s
	2.8 km

3.5 km

4.2 km


Table 6.6 – ADSL Range and Rates

The technology specified for ADSL is based on Discrete Multitone (DMT) transmission.

Figure 6.21 shows a simplified ADSL terminal with the following functions:

· transmit and receive filtering, automatic gain control, A/D and D/A conversion

· modulation/demodulation, coding/decoding and bit packing/unpacking

· Fast Fourier Transform (FFT) and Inverse Fast Fourier Transform (IFFT)

· Adaptive echo cancellation, adaptive channel equalization, symbol/bit conversion and timing recovery.









Figure 6.21 -  Example of ADSL Terminal ATU-C

ADSL systems can be considered as physical layer modulation scheme that provides an asymmetrical physical connection between two endpoints, ATU-C and ATU-R.

Synchronous STM signals and asynchronous ATM signals
 (or other frame based protocols) can be transmitted across ADSL systems. Figure 6.22 shows the example of an ADSL ATM Path.

                                   ATU-C                                    ATU-R

                                   







Figure 6.22 - ADSL ATM Link

The ADSL Link transmits the simplex channel AS = 6144 kbit/s and the duplex channel LSO = 640 kbit/s. In addition for management the Embedded Operation Channel EOC, ADSL Operation Channel AOC and Indicator bits ib, are transmitted.

In order to transport ATM cells a Transmission Convergence Sublayer (TC) has to be provided with the following functions:


(   generation and recovery of the transmission frame


(   adaptation of cell flow to physical transmission medium


(   cell delineation and header error correction


(   ensuring that calls are not be dropped during a 3 second interruption

In addition to ATM cells, frame based protocols, which are widely employed in present networks can be transmitted using ADSL, e.g. the point-to point protocol (PPP) and the frame-based user network interface (FUNI). STM derived signals can be transmitted across ADSL as multiples of 32 kbit/s.

6.4.4
HDSL

The need for HDSL became evident when T1 and E1 transmission systems were used as private lines between Central Office and customer premises. HDSL offers however a number of advantages, such as:

· lower bandwidth requirements

(    lower crosstalk into other systems

(    better diagnostics due to ample overhead, giving reduced maintenance cost

(    operation over 95% of HDSL lines without mid-span repeater.

· typical error rates better than 10-9
HDSL systems can work in different modes:

· Dual Duplex 1.544 HDSL systems operate on two pairs of wires,  each pair conveying 768 kbit/s payload and 16 kbit/s Embedded Operation Channel (EOC) in both directions. 2.048 HDSL systems operate on 2 or 3 pairs. The echo-cancelled hybrid transmission normally uses the 2B1Q line code.

· Single Duplex Systems (also called SDSL) operate on one single pair, the two   transmission directions are separated either by frequency division multiplexing or echo-cancellation.. However due to the wide frequency spectrum required only a limited ranges is possible.

· Dual Simplex Systems use two pairs with one pair carrying the full payload in one direction and the other pair the full payload in the opposite direction. 

Figure 6.23 shows a simplified HDSL Reference Model. A fully equipped HDSL transceiver transmits over one pair at 2320 kbit/s, over 2 pairs at 1168 kbit/s per pair, or over 2 or 3 pairs at 784 kbit/s per pair. The transceivers are connected via Digital Local Lines (DLL) or connected to Regenerators (REG). The Network Termination Unit (NTU) acts as the master to the slave Line Termination Unit (LTU).

                      Network Termination Unit                                        Line Termination Unit




                                  
HDSL Core





                      Access Digital Section


Figure 6.23 - HDSL Reference Model

The line code for a Dual Duplex 1544 Mbit/s system is of 2B1Q type leading to spectrum components between 0 and 392 kHz. The dc component of the code can not pass the hybrid transformers which leads to pulse distortion and the subsequent need for equalization.

Figure 6.24 illustrates the simplified function of the HDSL system. The bit stream from the customer side enters the NTU over the Application Interface and is grouped at the Interface in Application Frames. For 2.048 Mbit/s applications the Application Frames are mapped into  144 byte Core Frames. The Core frame information is multiplexed with alignment bits, maintenance and overhead bits in order to obtain HDSL Frames which are then transmitted via Digital Local Lines using 2B1Q line codes.

At the receiving side, data within the received HDSL frames is demultiplexed to obtain again the Core Frames. Core Frames are passed to the mapping function to restore the Application Frame and transmitted to the Application Interface at the network side.

Clock and Synchronization


Applicat.

Interface

Customer


                                                                       maintenance
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Figure 6.24 - HDSL Transceiver Function 

6.4.5
VDSL
Very High Bit Rate Subscriber Line, VDSL, is an extension of xDSL technologies to higher bit rates. VDSL can support voice, data and video simultaneously in addition to future applications such as high definition Television and high-performance computing. VDSL downstream rates are up to 52 Mbit/s and upstream data rates up to 13 Mbit/s. Such high data rates can only be transmitted over short  distances. It is anticipated that the evolution of the existing telephone line plant will bring more fibre links to replace the physical subscriber loops and that the remaining subscriber loops will be in the range of 1 km. This distance is suitable for VDSL systems. Figure 6.25 shows the reference model of a VDSL-based broadband transmission system.
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Figure 6.25 - VDSL Reference Model

VDSL systems are normally connected to optical access networks, e.g. Fibre to the Curb installations. VDSL loops are terminated in VDSL Terminal Units, VTU-C at the network side and VTU-R at the remote user side. VTU-C can be located in the Optical Network Unit (ONU) which terminates the Optical Distribution Network ODN. With service splitters PSTN or ISDN signals can be separated from the VDSL signals. 

The information transfer is organized in VDSL frames containing payload and separate upstream and downstream error control mechanisms. The line codes can be QAM (8 bits per symbol) or CAP leading to the parameters shown in Table 6.7 below:

	Loop length km
	Downstream Rate  Mbit/s
	Frequency Spectrum MHz

	1.5
	13
	2 – 5.8

	1.0
	26
	2 – 9.8

	0.3
	52
	  2 – 17.5

	
	
	

	1.5
	1.6
	1.2 – 1.4

	1.0
	3.2
	1.1 – 1.6

	0.3
	6.5
	0.8 – 1.8 


Table 6.7 – Typical VDSL Data Rates

The frequency bands for short wave and amplitude modulated medium wave radio stations,  and the public safety/distress bands are in the same range as the bandwidth  occupied by VDSL signals, which can lead to signal interference. The VDSL throughput is mainly limited by background and self-NEXT noise in the loop plant.
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Figure 6.26 - Example of VDSL ATM network Management

Figure 6.26 shows the example of a combined optical and VDSL network. The Optical Distribution Network ODN is located between the Optical Line Termination OLT and the Optical Network Unit ONU, which also contains the VTU-C. The VDSL link is terminated in the Network Termination NT, which also contains the VTU-R. For management purposes, an Operation System OS is connected via the Q3 management interface to the OLT. The management of the ATM links is divided between the ATM layer (F4 and F5) and the Physical layer (F1, F2, F3). Management information related to the VDSL link  (contained in VDSL Embedded Operation Channel) is transported to the OS via ATM.

6.4.6 Network Examples

Since xDSL is a transmission technology primarily at the physical layer it can support a variety of network protocols, services and applications, mostly in the access part of telecommunication networks. At this stage there is little consensus regarding which network architecture is most suitable to support xDSL as an access technology. For the time being ADSL is considered to satisfy the majority of applications, as 6 to 8 Mbit/s can be transmitted to customer installations on most existing subscriber loops.

Figure 6.27 illustrates an example the transport of Internet Protocol (IP) traffic.

According to specifications of the ADSL Forum, IP packets can be transported directly over ADSL links without the need for additional protocols. In addition to the corporate application shown in the Figure, IP can be used for residential applications with Personal Computers (PC) connected to the ADSL remote side. Access to the IP network can be established via a Point-to-Point Protocol (PPP) over an ADSL connection.





Figure 6.27 - ADSL IP transmission

Figure 6.28 illustrates the ATM transmission via ADSL. The ADSL Forum has specified how ATM cells can be transmitted over ADSL, from the customer terminal to the ATM network. However, ATM applications operating at data rates below 25 Mbit/s via multiple ADSL links results in a rather extensive overhead. In the case of155 Mbit/s, connection over fibre is preferable.



Figure 6.28 - ADSL ATM transmission

Figure 6.29 shows the transmission of synchronous traffic via ADSL links.

Two or three TU-12 signals can be transmitted from the ATU-C to ATU-R.

(each TU-12 signal corresponds to 2.304 Mbit/s)









Figure 6.29 - ADSL synchronous transmission

Figure 6.30 shows the connection of Customer Premises Equipment (CPE) to a telecommunication network with ADSL and VDSL links. From an external video server digitalised video signals reach:

(  Cabinet 1 via a coaxial cable. The CPE is connected via an ASDL link.

(  Cabinet 2 over fibre cable and B-ISDN switches. The CPE is connected via a VDSL link.

Data and voice signals are transported over the N-ISDN network to a N-ISDN switch. The signals reach Cabinets 1 and 2 over normal cable. In addition an internal video server can be connected to Cabinet 2 via a B-ISDN switch.














                 Telecommunication Network

Figure 6.30 - ADSL-VDSL network example

6.4.7

ITU-T Recommendations

The study of xDSL technology started in 1993 with ANSI standardisation work, defining Discrete Multitone (DTM) for ADSL operation. Cooperation with ETSI took care of specific European requirements.

In 1997 the ITU-T began defining a series of Recommendations for DSL systems and at present (year 2000) Recommendations have been elaborated by Study Group 15 dealing with functions, management, handshaking and test principles for ADSL, HDSL and VDSL systems. A study of the xDSL related Recommendations of the G. 99x Series reveals the complexity of the DSL systems, nearly 1000 pages are required to define the systems! The family of G.99x Recommendations include:

(  G.991.1
High bit-rate Digital Subscriber Line (HDSL) Transceivers.

(  G.992.1
Asymmetrical  Digital Subscriber Line (ADSL)  Transceivers

(  G.992.2
Splitterless Asymmetrical Digital Subscriber Line (ADSL) Transceivers

(  G.994.1
Handshake Procedures for Digital Subscriber Line (DSL)

(  G.995.1
Overview of Digital Subscriber Line (DSL) Recommendations

(  G.996.1
Test Procedures for Digital Subscriber Line (DSL) Transceivers

(  G.997.1
Physical Layer Management for Digital Subscriber Line (DSL) Transceivers

In addition to these Recommendations Study Group 13, under the concept of the Global Information Infrastructure (GII), has developed several general Recommendations, e.g. Rec. Y.120 containing scenarios which include xDSL technology.

6.4.8
Outlook
ADSL is regarded as the basic DSL service option for the residential market. As an ADSL system offers fast downstream and slower upstream data rates, it is ideal for Internet access. Competitive Local Exchange Carriers (CLECs) consider the availability of ADSL as an ideal opportunity to get into the data market quickly and compete with the incumbent carriers. To deploy ADSL, however, Line cards or Digital Subscriber Line Access Multiplexors (DSLAM) would have to be installed near to central office belonging to the incumbent carriers. In addition, because of the quality of home networks and in-premises wiring, which impacts the maximum data rate and range of the transmission system, many situations are not appropriate to splitterless technologies.

HDSL allows the provision of high-speed digital services over existing copper subscriber loops over 2 to 4 parallel pairs. For distances up to about 3 km HDSL is a quick and cost-effective option for the deployment of duplex T1 or E1 systems. Extensive work is in progress to define a HDSL system using only one pair, called “Next Generation HDSL” HDSL2, or SHDSL. To achieve this goal the system performance and gain have to be increased and the effects of NEXT have to be mitigated with spectrum shaping.

The investigations compare different line codes, filters and resulting transceiver complexity. HDSL2 may be about 8 times more complex than HDSL!

ADSL is likely to be an interim step towards VDSL, which will provide the extra bandwidth needed for full broadband services. The success of VDSL will depend on fibre being extended much closer to the customer, e.g. upgrading of feeder routes to fibre.
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6.5

ABBREVIATIONS

2B1Q
2 Binary / 1Quaternary (line coding technique)

AAL

ATM Adaptation Layer

ABR

Available Bit Rate Service

A/D

Analogue/Digital (conversion)

ADSL
Asymmetric Digital Subscriber Line 

AOC

ADSL Operation Channel

AOM

Administration, Operation, Maintenance

ASM

ATM Service Multiplexer

ATM

Asynchronous Transfer Mode

ATU-C
ADSL Transmission Unit – Central office

ATU-R
ADSL Transmission Unit – Remote

AU

Administrative Unit

AUG

Administrative Unit Group

B-ISDN
Broadband-Integrated Services Digital Network

BB

Baseband modem

C

Container

CBR

Constant Bit Rate Service
CPE

Customer Premises Equipment

D/A

Digital/Analogue (conversion)

DLL

Digital Local Line

DMT

Discrete Multitone

DSL

Digital Subscriber Line

DXC

Digital Cross Connect

DWDM
Dense Wavelength Division Multiplex
EOC

Embedded Operation Channel

FDM

Frequency Division Multiplex

FEC

Forward Error Correction

FEXT
Far End Crosstalk

FFT

Fast Fourier Transform

FUNI

Frame-based User  Network Interface

HDSL
High speed Digital Subscriber Line

HVC

High Order Virtual Container

IFFT

Inverse Fast Fourier Transform

ISDN

Integrated Services Digital Network

LAD

LAN Access Device

LAN

Local Area Network
LVC

Low Order Virtual Container

MI

Management Information

MSSP
Multiplex Section Shared Protection

NEXT
Near End Crosstalk

N-ISDN
Narrowband-Integrated Services Digital Network

NNI

Network Node Interface

NT

Network Termination

NTU

Network termination Unit

OADM
Optical Add-Drop Multiplexer/Demultiplexer

ODN

Optical Distribution Network

OH

Overhead

OLA

Optical Line Amplifier

OLT

Optical Line Termination

OS

Operation System

OSC

Optical Supervisory Channel

PC

Personal Computer

PCM

Pulse Code Modulation

PDH

Plesiochronous Digital Hierarchy

PHY

Physical Layer

POTS
Plain Old Telephone Service

PPP

Point-to-Point Protocol

QAM 
Quadrature Amplitude Modulation

RTP

Receive Transponder

SDH

Synchronous Digital Hierarchy

SDSL
Digital Subscriber Line
SONET
Synchronous Optical Network

STM

Synchronous Transport Module

TC

Transmission Convergence sublayer

TE

Terminal Equipment


TMN

Telecommunications Management Network

TP

Send Transponder

TU 

Tributary Unit

TUG

Tributary Unit Group

UBR

Unspecified Bit Rate Service

UNI

User Network Interface

VBR

Variable Bit Rate Service

VC

Virtual Container (SDH)

VC

Virtual Channel (ATM)

VCI

Virtual Channel Identifier

VDSL
Very high speed Digital Subscriber Line

VP

Virtual Path

VPI

Virtual Path Identifier

VTU

VDSL Terminal Unit

VTU-C
VDSL Transmission Unit – Central office

VTU-R
VDSL Transmission Unit – Remote

xDSL
generic term for all types of DSL equipment
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� See more about ATM in Chapter 7 of this Fascicle
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Figure 6.12 - Optical Supervisory Channel
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