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CHAPTER 3

3.

DIGITAL SWITCHING SYSTEMS

3.1 INTRODUCTION

3.1.1 Concepts

The fundamental task of telecommunications is to transfer messages. The communication system must ensure that the messages arrive at the correct receiver. The message transfer consists of the conversion of a message into signal units, the transport of these signal units, and the reconstruction of the message from these signal units.

Strictly speaking, the message transfer consists of switching as well as transmission. The transmission technology makes channels available for information transmission for long periods of time. But even this availability though, is flexible and can be varied. In the early days of transmission technology, flexibility was guaranteed by the distribution frame: Nowadays management commands are used to establish and direct transmission pathways. Following the further development of the control systems, transmission systems have begun to develop characteristics that have become more and more similar to those of switching technology. The major remaining difference is the control system, which uses measures of the network management (transmission technology) or signalling during connection set-up (switching technology). Both technologies are rapidly converging.

Switching network

The connection of terminal equipment, between which messages are to be exchanged, is performed by a switching network. 

The switching network must be able to perform the following basic tasks:

· At any time, from every piece of terminal equipment or from every entry point, a connection to all terminal equipment on the network or the transfer to other networks must be possible in principle.

· Every connection must be controllable by the user.

On one hand, the network must be in the position to fulfil the expected connection requests with sufficiently high probability, and to satisfy guaranteed quality parameters.

The technical effort to satisfy connection requests must, on the other hand, be reasonably limited.

The switching network is structured according to different points of view:

· requirements of the switching principle employed,

· amount of traffic,

· technical and economic parameters of the technology utilised,

· regulatory requirements.
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Figure 3.1 - Switching network

The most important elements of the network are the nodes and paths. The payload between the network nodes is transported in the paths. Network edges are connection lines which link the terminal equipment on the network and are connection trunks between the network nodes and users. Groups of connections or channels between these same network nodes are brought together in trunk groups. The payload is determined in the network nodes.

Connections

A connection is a coupling of at least two pieces of terminal equipment on network access interfaces, network paths and network nodes of a network for the purpose of exchanging information.

For all forms of information exchange the rule is: at first, a connection through the network must be created. This connection can exist continuously or it can be created for a certain time period. If the connection has been created for a limited period of time, then there must be switching. A connection then exists for the duration of the complete information transmission (for example, in a telephone network) or the time for the transmission of a part of the information (for example, in ATM networks). The switching is carried out in the network nodes.

A switching process is always carried out in connection with a definite communication relationship.

Switching

Switching is the creation of connections for a limited period of time in a network by means of connecting channels, which make up the partial segments of the connection. Switching is the creation of the connection by means of control signalling.

Switching technology

All technical equipment which is used for the switching in a network can be designated switching technology.

The switching technology ensures that the information in a network, according to the switching principles current in this network, reach exactly those network nodes or subscribers for which they were designated.

From the point of view of the user of a network, switching is a service that can be employed in order to exchange information with one or many other users on the network.

A switching node is that part of a network where by evaluating technical switching information, partial segments of the network are put together for a connection. Simultaneously, depending on the traffic volume, the traffic of many terminals on the network is concentrated on a few paths of the network by switching.

The place where a switching node is located is called an exchange. 

Switching nodes are distinguished according their location in the network hierarchy as well as well as by their technical configuration.

3.1.2 Switching Principles

The switching principle is the way the switching of connections or messages is carried out.

Connectionless transmission

The connectionless mode is appropriate for networks in which sporadic, short information segments must be exchanged between the terminals, such that the time required for setting up and terminating a connection can be reduced. For this reason, these networks have mainly developed for communication between computers. The disadvantage of this kind of network is that all nodes are loaded with traffic, even if the information is not intended for them. 

Connection-oriented transmission

If the time required for the set-up of a connection is short compared with the time period that the connection exists, then connection-oriented service modes are more advantageous. Information is transported only to nodes that are necessarily involved with the communication. Telephone networks have evolved on this model. Connection-oriented networks can work with switched channels (channel switching) or the message switching (packet switching or virtual connections). 

Connection-oriented channel switching includes switching in the spatial domain (spatial separation of the channels - spatial switching) and in the time domain (time multiplexing of the channels). 

Message switching consists of packet switching (a number of packets per message) and consignment switching (one packet per message). 

A special position must be given to ATM switching, which is gaining in importance and will be described in a section 3.3.3.
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Figure 3.2 - Overview of switching principles

3.1.3 References

Walrand, J.: Communication Networks.- Boston: Irwin, 1991
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3.2 CHANNEL SWITCHING 

For channel switching, the relationship between the communication partners is implemented by connecting channels. After the relationship is created, the subscribers are directly connected with each other for the complete duration of the communication.

The spatial switched channel is the "classical" form of the connection. In the simplest cases, they are made with electrical connections, which are switched together with contacts. Switched channels can be either switched or fixed connections. For switched connections, the participating terminals are automatically connected together for a certain period time, based on the destination information of the source (using switching technology and signalling). Dedicated connections are created by network management measures for a certain period of time. The oldest network working on the connection-oriented principle is the telephone network. 

Spatial switching is the switching of physically separated electrical channels.

Time switching is the switching (rearrangement) of time slots in systems, in which the information from individual channels is transported in time slots.

Channel switching is also designated as circuit switching. For circuit switching, the creation of a connection is necessary before the actual communication is made; after the communication, the connection must be terminated again. Therefore the connection is divided into phases.

3.2.1 Connection phases
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Figure 3.3 - Schematic representation of the phases of a circuit switched connection

Connection set-up. The connection set-up is carried out by an exchange of signalling information between the active terminal equipment and the exchange, and between the exchanges. The initiative is taken by the terminal equipment which wants to set up the communication relationship (in telecommunication technology and in the above example in Figure 3.3: ‘A’-subscriber). Thereafter follows the reservation of the switching device equipment to which the A-subscriber is connected. If this reservation is accepted, that is, if a facility is free to process the connection request, then the terminal equipment is informed (in the telephone network: using dial tone). Next, the terminal equipment notifies, by dialling, which other terminal it desires to connect to (dial information, address information). Then an attempt is made to establish a path to the destination terminal (B-subscriber). If this is successful, then the B-subscriber is called, and the A-subscriber is informed of the connection set-up (call display, in telephone network: ringing tone). After the B-subscriber has acknowledged the call (logon), the connection enters into the second phase. The created occupancy is, from the point of view of the A- subscriber, an outgoing call and, from the point of view of the B-subscriber, an incoming call.

In general, the requested connection extends over a number of switching configurations, and signalling is also necessary between them.

Information exchange. In the second phase of the connection the actual information exchange occurs which also can be accompanied by signalling. Thus, during the course of a connection, service components can be switched on and off and teleservices can be managed.

Connection release. The third phase of the connection is the connection release, which one of the terminals initiates by means of signalling. The switching equipment engaged and the occupied channels are released again. Data is collected for the recording of connection-dependent fees.

3.2.2 Structure of a switching system

Functional blocks. A switching configuration has a variety of functional blocks, which are either involved in or support the actual switching process:

· Switching: Connection of subscribers by means of subscriber lines and link lines, in order to create individual communication relationships.

· Administration: Administration of the subscriber lines associated with the exchange, trunk lines, the equipment of the exchange and the processes which run on this equipment. The collection and processing of fee and traffic data is also included.

· Maintenance: The ensuring of equipment availability of the central unit.

· Operation: communication between the central units and their operation personnel.
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Figure 3.4 - Principle elements of a switching configuration from the point of view of the switching process

Figure 3.4 represents a local exchange. This is the most general case of a switching system, because here connections to subscribers, as well as connections to other exchanges, are represented. On the left side, subscriber lines connecting terminal equipment are represented, using the user network interface (User Network Interface - UNI). On the right side are trunk lines between the switching stations. Exchanges are connected by means of network interfaces (Network Network Interface - NNI). 

A connection between two terminals attached to the same switching station is called an internal connection, and is represented with dotted lines in Fig.3.4. A connection from or to a subscriber, which is attached to another exchange is called an external connection. This kind of a connection is drawn in bold lines in the Figure.

Control. An important element of the switching system is the control, which processes the signalling information from and to the terminal equipment and between the exchanges. The control system obtains the necessary information for adaptation from adapters and converters and from subscriber lines and trunk lines.

Switching matrix. The actual creation of connections takes place in the switching matrix, also called switching network. It is the basic element of a switching system and is set up by the control system.

Periphery. The periphery of the switching system must provide additional functionality so that the switching node can successfully integrate into the rest of the environment. The most important task requirements of this periphery are:

· the supply of power to the subscribers line, i.e. supplying the electrical energy,

· the protection of the switching system from electrical influences on the connections (for example, due to cable error, voltage overload, lightning etc.),

· the separation of payload and control signals for inband signalling (for example, from and to subscribers in a telephone network),

· the interference suppression of payload and control signals,

· the conversion of message forms (e.g. 2 wire, 4 wire conversion),

· recognition of incoming signalling,

· creation of signalling,

· recognition of errors for maintenance purposes.

The above functions are implemented in so-called trunk circuits and subscriber circuits. The subscriber circuit carries out the so-called BORSCHT function. BORSCHT is an English acronym for the functions

· Battery (loading),

· Over voltage protection,

· Ringing,

· Signalling,

· Coding (e.g. analogue- digital- conversion),

· Hybrid (2- wire, 4- wire conversion),

· Test (error detection).

3.2.3 Task requirements of the function unit ‘switching’ of a switching system

For the task requirements of the most important functional units of a switching central unit, the elements of the service "switching" available to the user are described. The most important task requirements are:

· Search for a free unit for carrying out a function. Such a unit can be a free link in a certain direction (path seek), but also can be a software procedure instance for realising a service characteristic.

· Testing of identifications and access privileges.

· The occupation of a long-distance unit upon request. This unit is assigned to a connection to be created and locked for any other attempts at occupation.

· Switching on of dial tones.

· Receiving and evaluation of dialling information.  Reception of dialling information and evaluation in terms of the selected direction, of the subscriber or of service characteristics.

· Signalling transmission, i.e. transmission of a telephone number from the switching system to another switching system or to terminal equipment.

· Connection, i.e. creation of a connection in the switching network.

· Connection termination, i.e. determination of fees, the signalling of the connection completion, release of the equipment.

· The disabling of a facility from use in case of malfunction, during maintenance or for other reasons (for example, to prevent traffic overload of other elements of the central unit or of the network).

· Release of allocated or disabled equipment within the exchange.

3.2.4 Switching matrix

The switching matrix is an arrangement of switching elements which are used to connect payload channels in a switching system.

The switching network is the central element of a switching facility. With switching networks, the required connections of transmission channels between the switching exchanges are created.

Based on the signalling information and available channels, the switching arrangement connects input ports and output ports. The task of the switching matrix is the set-up and release of connections, as well as handling the administration of the simultaneously existing connections. 

In general, a switching network consists of a number of connecting stages. They are individual layers with a multiplicity of switching elements which are functionally parallel.

Function groups 

The complete switching network is divided into three important functional groups, in which the traffic to be switched is concentrated, distributed, and finally expanded. The most important function is the distribution of the traffic. The required technical equipment in general is very complex and can be better utilised with concentration. The concentration / distribution / expansion structure is functional. This basic structure of switching systems is the same for all principles that can be applied to switching, independent of whether it is switching between a variety of spatial connections, time slots or packets.

Concentration. Concentrating switching networks are used when more inputs than outputs are involved. Concentration is the switching of a number of input lines onto a few output lines. The traffic of the lightly utilised input lines is concentrated on more heavily utilised output lines. The expensive equipment assigned to the output lines is also better utilised.

Distribution. Linear switching networks are used when an equal number of inputs and outputs are involved. In distribution, the traffic is distributed according to its direction.

Expansion. Expanding switching networks are used when more outputs than inputs are involved. After distribution, the traffic must be reconstituted to the separate individual subscriber lines at the destination local exchange. The traffic is expanded.


Figure 3.5 - Concentrating, distributing and expanding in a switching network

A connection in a switching system is processed at first with a concentrating, then a distributing, and finally with an expanding, switching arrangement. This arrangement of the individual components of the coupling network is purely functional. For the practical realisation of switching network, a concentrating and expanding switching arrangement can comprise the same physical elements.

Spatially-separated switching matrixes 

Spatially-separated switching is the oldest form of switching. A channel is made up of a certain number of lines (wires), which are connected with electrical contacts to one another. These contacts can be implemented by means of

· relays,

· selectors (lift-rotate selector, motor selector),

· co-ordinate switches or

· electronic building blocks (transistors).

A switching matrix for three wires per channel and with 4 x 4 channels on the basis of a Strowger selector appears in Figure 3.6. An arrangement of three coupled mechanical switches represents one crosspoint.


Figure 3.6: Representation of the operating principles of a mechanical switching matrix

Switching arrangement. The switching arrangement itself is a matrix, and connections can be created at the crosspoints. Figure 3.7 shows this kind of a coupling matrix in a so-called stretched representation. One crosspoint is required for a connection of an input to an output. Therefore, for m inputs and n outputs, m*n crosspoints are required. The switching network is free of blockage, which means that already existing connections cannot block new connections. Part a) of the diagram shows all coupling points, while the simplified representation in part b) of the diagram symbolises only the number of the inputs and outputs.
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Figure 3.7 - Single-level switching matrix in a stretched arrangement; a) complete representation; b) simplified representation

Example: The coupling arrangement displayed in Figure 3.7 has m = 8 inputs and n = 8 outputs. Therefore m * n = 64 crosspoints are necessary. Every input can be connected with every output. Existing connections do not prevent other connections from being switched when other inputs and outputs are involved. In the example, connections exist between input 4 and output 5 as well as between input 6 and output 3.

Apart from the stretched arrangement, switching matrices can also be operated in the so-called reversal arrangement. In this case, inputs as well as outputs are connected on the same side (rows) of the matrix. The columns of the matrix serve to connect rows. For p columns of the matrix (m+n) * p coupling points are required. Two crosspoints are required for a connection. A maximum of p connections can exist at the same time. The disadvantage of this coupling matrix is that the connection between certain inputs and outputs cannot be created under certain conditions, because other connections already exist (internal blockage). 
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Figure 3.8 - Switching matrix in reverse arrangement

Example: The coupling arrangement shown in Figure 3.8 has m + n = 8 connections which could be inputs or outputs. Determined by p = 8 columns of the coupling matrix, p * (m + n) = 64 crosspoints are necessary. Every connection uses a column of the matrix (in this case, drawn in grey) to complete the circuit. Therefore a maximum of p connections can be switched. Every switched connection effects that the coupling points of the rows and columns required for the completion of the circuit cannot be used for other connections. The coupling points no longer in use are also drawn in grey.

This configuration of the coupling matrix meets an important requirement for the configuration of switching matrixes: the number of the employed technical elements should be approximately proportional to connection capacity; this not the case for a coupling matrix in a stretched arrangement, in this case it is a quadratic dependency.

Because of the necessary requirement for extensibility, switching networks should be modularly designed. This can be achieved by dividing up large switching matrixes into smaller matrixes and then switching these matrixes together over a number of levels. With multi-level switching networks and the switching together of smaller matrixes, fewer crosspoints are required than for single-level switching networks. But in the case of multi-level switching arrangements, internal blockages are possible. The probability of an internal blockage goes up with the concentration factor of the switching matrix and declines with the size of the individual switching matrix.

Example: The switching network, which is represented in Figure 3.9, allows for the connection of up to 100 subscribers. A maximum of five internal connections can be simultaneously set up, as well as up to three external trunk groups with up to five connections each. 

For the case m = 10 inputs and n = 5 outputs, per switching matrix in a stretched arrangement in layer 1 m * n * 10 = 500 crosspoints are required. 

In layer 2, the switching matrices also have m = 10 inputs and n = 5 outputs. The 5 switching matrices of this level thus have a total of 10 * 5 * 5 = 250 crosspoints.

In layer 3, the number of the crosspoints can be calculated from m = 5, n = 5 and the number of matrices which is five. This yields 5 * 5 * 5 = 125 crosspoints. 

In total, 875 crosspoints will  be required.

Hence because of internal blockage, it is not possible to create more than five connections for a subscriber group out of 10 subscribers which belong to one and the same switching matrix of the first layer. Furthermore, not more than five internal connections, and not more than five connections to the external trunk group, can be created simultaneously.

Two connections are displayed:

· line 10 of the first matrix of layer 1 connects to line 1 of the second matrix of layer 1 (internal connection) and;

· connection 3 of the 10th matrix of layer 1 connects to line 1 of the external trunk group (external connection).
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Figure 3.9 - Multi-layer switching network

By carefully designing the switching network layers and the connections between the layers, a compromise can be found between crosspoint number and blockage probability. This information on switching networks mainly refers to the switching of spatially separated channels, which can be implemented with Strowger selectors or co-ordinate switches. 

But channels can also be in different forms. It is possible to assign a channel a fixed carrier frequency and switch this carrier in the switching system. Another possibility is the assignment of a time slot to a channel. In digital switching technology, the spatial and the temporal domains are utilised. In switching devices, spatial and time switching arrangements are often used in combination.

Time-division switching networks

Time-division synchronous channel splitting. In the case of time-division channel splitting, individual time slots are assigned the information to be transmitted in the channels. This technology, for example, is applied for Pulse-Code-Modulation (PCM). The assignment of individual channels to time slots is shown in Figure 3.10. The assignment is rigidly defined in a frame structure. The position of individual bits in the frame determine to which information relationship they belong. The synchronisation which is carried out for a frame must last for the time it takes for a complete pass through the frames. A time frame is represented in Figure 3.10 a) as a complete cycle of the rotating switch. 32 channels are nested in it and a cycle requires 125 ms. 

Time-switching arrangement. The principle of a simple switching arrangement for switching the time position of an individual channel is shown in Figure 3.10 b). In this case, the information which arrives at the input in individual time slots is written to specific fields of the switching memory by a controller and temporarily stored. This writing process is controlled by a control table. The reading of information from the memory occurs in a fixed sequence. The control table contains the assignment of the time slots of the output lines to those of the input lines. It is also conceivable that the data is written in a fixed sequence and read out with a control table.
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Figure 3.10: a) Assignment from channels to time slots;

 b) Rearrangement of time slots because of intermediate storage

In every case, storage of the time slot information is required for the rearrangement of time slots. This can occur at the input of the coupling field, at the output of the coupling field, centrally for the complete coupling matrix, or distributed for every coupling position. For a detailed representation of the storage types, refer to the section on ATM switching, because the same principles will be applied there.

Time/Space Switching. In general, a number of PCM input lines reach a switching network. The job of the switching network consists of executing the rearrangement of the time slots as well as co-ordinating between PCM connections. For this, a space and time switching network (Figure 3.11) is required. 
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Figure 3.11: Spatial temporal switching

Example for Figure 3.11: Time slot 3 of the input line 2 is to be assigned to time slot 2 of the output line 3 (solid line). For this task, a temporal and a spatial switching process are necessary. The dotted-line rearrangements, in contrast, require only time switching. Technically, the spatial and the temporal switching can be carried out at the same time. For this purpose, all spatially-separated input lines on a line are multiplexed (note: for inputs, this line must have more than an n-fold processing speed) and stored; the individual spatially-separated output lines of the coupling arrangement, parallel to each other, are read out of the correct time slots from the common memory.

3.2.5 Control of switching devices

The special feature of the switching device control system is that a connection almost always pass through a number of network nodes and therefore a number of switching stations, and all of these switching stations are incorporated into the control system of the connection. 

The transmission of control information between switching stations and from/to the terminal equipment is carried out by signalling.

Every connection is built up piece by piece by selecting channels. This selection subdivides into 

· a forced selection, which determines the direction in which the connection will continue to be built, and 

· a free selection, which automatically dials up a free channel in this direction.

· The forced selection is always controlled by the dial information.

The dial information required for the control system of the participating switching device is created in the calling terminal. If this dial information is used directly to control the switching system, this is called direct control. If the dial information first goes to temporary storage and then is evaluated, this is called  indirect control.

The direct control system was introduced with the introduction of the lift-rotate Strowger selector. The impulses of a dialler directly control the lift steps. In the pause between two dialled digits, the free selection of a channel in the selected direction can be carried out. The next dialled digit now directly controls a selector in the next selection level or in another switching station. 

The indirect control system has applications mainly in SPC switching and computer-controlled switching systems.

The direct control system is no longer used today. The indirect control has the following advantages:

· Before individual segments of a connection become occupied, it can be determined if a path can be found through the network up to the destination terminal equipment, thus avoiding the stepwise occupancy of channels before the actual effective connections can be completely made;

· Considerably more complex methods of path searching (routing) for a connection through the network can be applied than with the stepwise connection set-up.
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3.3 MESSAGE SWITCHING 

In the case of message switching, no channels are established on which the information is exchanged, but rather individual messages units, most often packets, which contain all or a part of the information to be transmitted, are switched.

This occurs exactly like one would imagine the "switching" of postal letters in a network of post offices: The packets are supplied with addresses which give information about the receiver. In each switching station, the address is evaluated and the message is forwarded in a direction which brings it closer to its destination. The switching is carried out separately for each individual message unit. Therefore no connection set-up is required. Packets, which belong to the same information relationship, can take different paths through the network.

Store and forward switching. Message switching is often called store and forward switching. Typical for this configuration is that the packets are lead step for step (from switching system to switching system) through the network. The packets are stored temporarily in each of the network nodes.

3.3.1 Packet switching

Packet switching switches information that is divided into a number of packets.

A packet in this sense has the following basic set-up:


Figure 3.12 - Set-up of packets in packet switching

Packet. A message is divided into a number of units. These units are supplied with a header and a trailer. The header, payload and trailer form a packet. Packets can be of fixed or variable length. The packet trailer is not necessary for certain switching procedures.

The packets are created at the transmitting terminal equipment. At the network nodes, the addresses of the packets are analysed and are forwarded in a direction which will bring them closer to their destination. For this purpose,  packets need not necessarily take the same path. The forwarding process is dependent on the traffic load which is currently on the network.

Figure 3.13 - Switching of packets in a packet switching network; 

a) phase 1: transmission of the packets; 

b) phase 2: switching of packets to a network node;

c) reception of the packets by the receiver

Comment to Figure 3.13: The simultaneous but independent transport of two message units is described. At first, both transmitters allocate the transmission information into the packets 1 to 5. These are passed on to the network in the order of their numbering (Figure 3.13 a)). The first switching node test attempts to direct the packets on the shortest path in the direction of the receiver. Both receivers are connected to the same switching node. The expedition of the packets is first of all successful for both of the first packets. Now the transmission capacity on the direct connection to the receiver is exhausted for the moment and so the respective second packets are sent over the alternative lower part of the network. With this transmission, this path is also fully utilised. The third packet of the information relationship 1 must now be sent on a longer alternative along the upper part of the network, because now the first alternative also has no further transmission capacity available. Now a packet along the direct path can be accepted (packet 3 of information relationship 2), the next packet (packet 4 of information relationship 1) is once again sent on the shortest alternative. Packet 4 of connection 2 takes the long alternative. Once more a packet can be sent along the direct path and the last packet (packet 5 of the relationship 2) can take the short alternative (Figure 3.13 b). Because of the different transmission times for each route, the packets arrive at their receivers in the order shown (Figure 3.13 c).

The advantages of packet switching are:

· rapid transmission without connection set-up times, especially appropriate for short, sporadic information transmission and a low number of packets,

· good time and space capacity utilisation of the network resources, especially for sporadic, burst-mode traffic.

The disadvantages of packet switching are:

· transmission time varies and cannot be guaranteed,

· resource cannot be guaranteed (bandwidth),

· packets can overtake each other (see Figure 3.13 c)),

· higher computing power requirements for the routing of the packets.

3.3.2 Message switching

Message switching conveys packets which contain the complete contents of an information relationship.

A message packet which is conveyed in transmission switching, has the following design.


Figure 3.14 - Set-up of a packet for message switching

The packets have a variable length. The complete contents of a message are contained in a packet. Therefore, in contrast to packet switching, there is no need for the division of the message into data blocks and the protocol overhead that results.

The process does not differ from packet switching from a technical point of view. It is used, for example, for the short message service (SMS) in GSM networks.

3.3.3 ATM switching

In the case of ATM switching, the composition of information packets is similar to that for packet switching. They all have the same length of 53 bytes. All packets of an ATM connection take the same path through the network, for which the transmission capacity has been reserved in advance.

ATM switching differs from classical packet switching by the constant packet length and the determination of a connection path. This allows the switching of ATM cells to be simpler and computationally easier to control.

Storage principles

A requirement for the switching of ATM cells is that the cells in every switching system are temporarily stored. For this purpose, the following basic principles can be applied:

· Input memory: Per input, the incoming cells are stored in memory on the principle first-in-first-out (FIFO). For the switching process, an internal blocking-free matrix is employed. The disadvantage of this storage method is the possible blockage of waiting cells in the FIFO, so that even though the respective output is free, it is possible that a cell must wait for switching because previous cells to other outputs must be handled first.

· Output memory: Immediately after arriving, the cells are switched to a FIFO per output, and read out from there with the output line cycles. On the input, only the storage of one cell per lead is necessary. The disadvantage of this storage method is that the internal speed of the switching matrix must be greater than the speed of all incoming cells.

· Central memory: All incoming cells are stored in a common memory. This can be smaller than the sum of all separate memory requirements, but the control system for memory access is complex and very high-speed memory access is required.

Distributed memory: In a matrix made up of input and output lines, memory is allocated at every crosspoint to allow the multiplexing of the cells on the output lines. The disadvantage of this method is the large memory requirement.

Figure 3.15 - Storage principles in ATM- switching

3.3.4 Virtual connections

In the case of virtual connections, individual packets are switched, but all packets of an information relationship are transmitted along only one path which is established at connection set-up.

Connection orientation. Before the information exchange begins, there is a connection set-up which determines if a path with adequate transmission capacity is available between source and sink. This channel is not occupied during the total connection time, but only when the transmission capacity is required. If no packets are available for some duration, the transmission channel can be used for other virtual connections. The capacity of transmission sections can even, within certain limits, be overbooked (statistical multiplex gain), nevertheless, all virtual connections have access to guaranteed resources and at times even have the use of more bandwidth than they were guaranteed.

Virtual connections combine the advantages of packet switching and channel switching. They:

· do a good job of utilising the resource of the network (an advantage of packet switching);

· can quickly make available large transmission capacities (an advantage of packet switching);

· guarantee resources (an advantage of channel switching), and;

· have a control system which is inherently less complex to realise than with a strict packet switching system.


Figure 3.16 - The switching of packets in a switching network with virtual connections;

a) phase 1: connections set-up; 

b) phase 2: switching of the packets along the set paths.

In phase 1 (connection set-up), the transmission capacity along both designated paths is reserved. In order to guarantee the desired bandwidth, as in the example, both connections must be led along different paths. For the transport of the packets in phase 2 (information exchange), the reservation of path and bandwidth of service quality (Quality of Service - QoS) ensures that packets cannot overtake each other and are delivered within the timing requirements.

3.3.5 Switching and routing

Switching

Switching is the creation of connections in a classical telecommunications network for a limited period of time by the interconnection of channels (line or circuit switching). During connection set-up, which is carried out before the actual information transmission occurs, the creation of the connection is controlled by signalling. Connections can also be virtual as is the case with ATM. 

Switching is carried out at layer 2 of the OSI Reference Model.

Routing

Routing is the directing of data packets, based on the complete address of the destination of the sender contained in the data header, to the receiver  over a varying number of nodes (routers) through the network. The job of the routing function is, for example, to transport datagrams in a packet network from a transmitter to one (unicast) or numerous (multicast, broadcast) destinations. For this, two sub-tasks must be performed: 

· the construction of routing tables, and;

· the forwarding of the datagrams using the routing tables. 

The routing process described here is the forwarding of data packets. It has nothing to do with path searching for switched circuits under certain network conditions, such as in the case of overload, errors, or for optimising the costs of a connection (least-cost routing).

The datagrams are transferred from one router (next-hop) to the next (hop-by-hop). A given router knows the next router which lies in the direction of the destination. The decision on the next router (next-hop) depends on the destination address of the datagram (destination based routing). An entry in the routing tables contains the destination and the next-hops that belong with it, as well as supplementary data.

The routing table determines the next node that a data packet must reach in order to get to the desired destination. Routing tables can be: 

· static, or;

· dynamic. 

In the case of static routing, the next-hop of a route is entered as a fixed location in the tables. Static routing is appropriate for smaller networks and networks with a simple topology. In the case of dynamic routing, the next hop is determined from network state information. Employment makes sense for larger networks with a complex topology and for the automatic path adaptation in case of error (backup), and in case of the overloading of the network parts. 

3.3.6 References
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3.4 TELEPHONE SWITCHING TECHNOLOGY 

Telephone switching technology is the technical basis of what is applied for the switching of connections in analogue and digital networks for the telephony service and in ISDN. It is characterised by the switching of narrow band channels.

The telephone network is the oldest telecommunication network in the world. The first switching functions were also introduced into this network. 

	1877
	First telephone switching (manual switching in USA)

	
	

	1892
	First automatic switching (USA)

	
	

	
	

	1965
	First fully electronic local switching system (USA)

	
	

	
	

	
	

	
	

	
	




Table 3.1A - Development of the telephone switching technology

	1881
	First telephone exchange in Germany (Berlin, 8 subscribers)

	1908
	First automatic switching in Europe (Hildesheim, 900 subscribers)

	1923
	First fully automatic switching beyond the local region (Weilheim)

	1970
	Total-area coverage self-dialling service in Germany

	1975
	Computer-controlled local switching technology in Germany

	1984
	First digital remote switching station in Germany

	1985
	First digital local switching station in Germany

	1998
	Completion of the total digitalisation of the telephone network in Germany


Table 3.1B - Development of the telephone switching technology in Germany

The worldwide telephone network today has a structure as shown in Figure 3.17.


Figure 3.17 - Structure of the worldwide telephone network

3.4.1 Local network

In the lowest level of the telephone network is the local network to which the subscriber is connected. It is made up of local exchanges, terminal exchanges and dependent exchanges which are controlled remotely from local exchanges. 

Local networks can be of different sizes. While on the one hand, digital concentrators can be employed for very small local networks with up to a few hundred subscribers, if the number of subscribers is a few thousand then remote-controlled switching stations are employed. Very large local networks can have up to 100,000 subscribers. They are implemented with independent local exchanges.

The subscriber is connected to the local network by means of subscriber lines. The local exchanges are tied together by local trunk lines. 

3.4.2 Long haul network

Local networks are connected through national long haul networks. These are mapped by the regional exchanges, main exchanges and tertiary exchanges.

This structure can also be expressed in the subscriber numbering; i.e. within a local network, only the telephone number of the subscriber is selected in order to connect to a another subscriber in the same local network. From outside the local network, the user must dial the local network code and furthermore, for a subscriber in another country, the country code. 

Local networks and long haul networks internally can contain a number of hierarchical levels; in some countries, though, no difference is made between the local and the long-distance level.

It is possible, that the actual path that a connection takes in the network does not follow the hierarchy set by the numbering. By means of so-called traffic routing, shorter and therefore more efficient paths are possible. Digital, computer-controlled telecommunications systems contain numbering schemes that are independent of the hierarchical structure of the network. 

The national long haul networks of the individual countries are again networked through the international long haul network. This is subdivided once more into two network levels: the intercontinental long-distance network has exchanges in New York, London, Sydney, Moscow and Tokyo. The sub-level is constructed by the continental long-distance networks. The continental long-distance networks have the following codes:

1:

North America,

2:

Africa

3 & 4:
Europe

5:

North America

6:

Australia, Oceania

7:

Russian Federation

8:

Asia without Russia, India and the Arabic countries

9:

India and the Arabic countries

3.5 CONNECTIONLESS MESSAGES TRANSFER

3.5.1 Principles

In connectionless message transfer, the transfer is carried out in packets that include both the source and the destination addresses. All packets reach all network nodes and terminals of the respective network. Every receiver looks for and retrieves "his own" messages based on the address information given.

This form of message transfer is especially used in networks for data transmission, for example, LAN or WAN applications. The advantage of this method lies in the ability to send information without previously setting up a connection. Additionally, no routing mechanism is required. This is especially advantageous for sporadically occurring, short information relationships.

The transmission is possible only in frames or packets. Since the packets contain source and sink addresses, no connection set-up and termination is required. The packets are transmitted spontaneously. But the availability of sufficient resources in the entire network cannot be guaranteed, nor whether the sink has the ability to accept the transmitted information. Therefore measures are required to ensure that a message has really reached the sink.

This is implemented with protocols, at higher levels of the OSI reference model.

A shared medium is a transmission medium that is used by a number of communication relationships. The transmission capacity for a specific connection is dependant upon the traffic of all other communication relationships.

Media access. Since no connections for individual information relationships have been made, all existing information relationships must share the transmission medium (shared medium). For this reason, there is always a time frame and regulation for the media access. This can either be based on chance and uncoordinated, i.e. access is not previously agreed upon with other stations (random access), or the stations are given transmission rights at predetermined time slots (token access).

Network topologies. Figure 3.18 shows the possible network configurations for connectionless message transfer. One can see that no hierarchical composition of the network is possible as would be the case with tree or meshed networks. 

The interconnection of connectionless networks, which would imply the creation of hierarchies, makes it necessary to selectively make a distinction between internal traffic (source and sink are contained in the same network) and external traffic (source and sink are located in different networks). For this purpose, bridges and routers have become typical network elements of LANs and WANs. They analyse the address information of the data packets and filter the external traffic for the transfer to the next higher network level.

If connectionless service in networks with connection set-up is offered, special network nodes (servers) are required which accept connectionless traffic and after analysing the address information, pass it on. This causes a logical sub-network of fixed address connections to be created for the connectionless traffic.




Figure 3.18 - Network topologies for connectionless messages transfer

a) Star network, b) Bus network, c) Ring network

3.5.2 Individual techniques

CSMA/CD (carrier sense multiple access / with collision detection). This method applies the probabilistic access on the transmission medium which is not synchronised with other stations. The medium is queried for a short period of time before transmission. If it is free, the station transmits, otherwise a waiting period must pass and then the medium is queried again. A collision can occur if a number of stations have ‘queried’ at the same time and then begun to transmit as soon as the medium is free. CSMA/CD is standardised in IEEE 802.3. The network topology is a bus (Figure 3.18 b)). A typical example of CSMA/CD networks is Ethernet. Ethernet can reach a transmission capacity in excess of 10 Mbit/s.  Currently work is being conducted on the standardisation of a gigabit Ethernet which should reach a transmission capacity of 1Gbit/s and will also be applicable for wide-area networks.

Token Ring. The token model is a deterministic media access process with a decentralised control system. A transmission permission (token) is passed on from station to station. A station ready to transmit occupies a free token and sends a message. In this way, a new token is created. In the token ring process, the token circulates on a physical ring. The network topology is represented by Figure 3.18 c). The token transfer is carried out along the physical ring. A typical token ring process is the IBM token ring as described in IEEE 802.5.

Token Bus. With this method, all stations connected on a bus (see Figure 3.18 b)) form a logical ring. The token transfer forward is carried out with the addresses of the connected stations. The addresses of the previous and subsequent stations must be known. An example of a token bus process is described in IEEE 802.4.

FDDI (Fibre Distributed Data Interface). FDDI uses the token bus process in a double ring structure with counter-directional rings constructed of fibre optic connections. The data is transported in packets of variable length. FDDI systems are designed to be error-tolerant and are conceived for a high transmission capacity in a High Speed LAN –(HSLAN) of up to 100 Mbit/s. The access procedure permits synchronous service as well as asynchronous data transmission. In this case, every station is assigned a fixed part of the bandwidth.

DQDB (Distributed Queue Dual Bus). While FDDI, token model, and CSMA/CD were developed for the transmission in local area networks, DQDB is the transmission procedure in MAN (Metropolitan Area Networks). It is described in the standard IEEE 802.6.

For DQDB, the transmission is carried out with a frame structure on a double bus running in opposite directions. Depending on which direction the sink is located which is to receive messages from a station, a transmission is requested on the bus of the opposite direction. If a free slot in the desired transmission direction arrives, then it is occupied. With this process, a distributed wait queue develops at each of the stations. The stations can transmit their information with equal rights and without conflicts depending on the general state of the network.

3.6 ABBREVIATIONS

ATM
Asynchronous Transfer Mode

BORSCHT
Battery, Over voltage protection, Ringing, Signalling, Coding, Hybrid, Test

CSMA/CD 
Carrier Sense Multiple Access / with Collision Detection)

DQDB 
Distributed Queue Dual Bus

DSS1
Digital Subscriber Signaling system No.1

ETSI
European Telecommunications Standards Institute

FDDI 
Fibre Distributed Data Interface).

FIFO
First In First Out (normally relating to buffers)

GSM
Group Special Mobile (ETSI committee on second generation cellular systems)

HSLAN
High Speed Local Area Network

IEEE 
Institute of Electrical and Electronic Engineers

ISDN 
Intergrated Services Digital Network

LAN 
Local Area Network

MAN 
Metropolitan Area Networks

NNI
Network Network Interface

OSI
Open Systems Interconnection

PCM
Pulse Code Modulation

QoS
Quality of Service

SMS
Short Message Service

UNI
User Network Interface

USBS
User Signalling Bearer Service

WAN
Wide Area Network
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