Just like the costs of the feeder network, the costs of a distribution area are made up of the total costs of infrastructure, conductors and cables. On top of this are the costs for connecting the subscriber to the distribution network (drop segment network, final drop), which are considered separately. The costs of the feeder-distribution interfaces are added to the costs of the infrastructure. Otherwise the formulae, with the exception of the formula for costing the drop segment network, follow the same logic as those for costing the feeder cables. The variables determining the composition of the surfaces to be reconstructed, the share of conduit routes and number of ducts they contain as well as the spare capacity and leased line factors in the distribution cable can be indicated separately for each of the three categories of density. In general, we may assume that the share of conduit systems in the distribution network is smaller than in the feeder network, and will keep diminishing as subscriber density falls:


�EMBED Equation.2���	(3.2.2-2)


3.2.2.1 Costs of Infrastructure


�EMBED Equation.2���	(3.2.2-3)


3.2.2.1.1 Costs of Civil Engineering


�EMBED Equation.2���	(3.2.2-4)


�EMBED Equation.2���	�	(3.2.2-5)


where:


LG	=	route length in the distribution area


AKKVZB	=	share of conduit routes in the distribution area


ZGVZB	=	average number of ducts in the conduit systems in the distribution area


OFVZB 	=	type of surface in the distribution area


KBF 	=	capital and operating cost factor


3.2.2.1.2 Costs of Materials


�EMBED Equation.2���	(3.2.2-6)
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�EMBED Equation.2���	(3.2.2-8)


3.2.2.1.3 Costs of the Feeder-Distribution Interface


�EMBED Equation.2���	(3.2.2-9)


P_KVz = cost of a feeder-distribution interface


3.2.2.2 Costs of Cables 


�EMBED Equation.2���	�	(3.2.2-10)


3.2.2.3 Costs of Conductors


�EMBED Equation.2���	(3.2.2-11)


�EMBED Equation.2��� = number of wire pairs in the distribution area VZBijk


3.2.3 Costs of the Drop Segment Network


The drop segment network is defined as the connection between buildings in which there are one or more subscribers, and the distribution cable, usually laid in public land. What counts is the costs of the subscriber distribution interface. This is used as an element of the termination point of the general network (APL) and connects the access network to the cabling inside the building (in-house cabling), the junction cable to the distribution cable (drop segment) and the tap (sleeve) of the distribution cable, where the wire pairs for the subscriber line are taken from the distribution cable. Costing is difficult because costs per subscriber line vary greatly, mainly with the type of building. Significant cost factors are, on the one hand, the average length of connection, derived from the distance between the building and the distribution cable, ie usually the distance to the next street, and on the other, the number of subscribers per building, which determines the extent to which costs may be reduced through shared use of the subscriber distribution interface, trenches, cables and taps. Development density and the type and size of building yield significant economies of density. Such economies may be reflected by differentiating the variables mentioned - lines per subscriber distribution interface, per drop segment, per tap and finally length of drop segment - by type of distribution area and thus currently by three categories of subscriber density. Further differentiation would seem helpful only if there is sufficiently refined data to hand. The costs of the drop segment, in turn, are determined by the cost drivers trench length, cable length and conductor length.
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where:


P_M	=	cost of a tap


P_EVz	=	cost of a subscriber distribution interface


M_Asl	=	number of sleeves per subscriber line (M_Asl ( 1, ie a value of 0.1 means that an average of 10 lines is connected via one sleeve.)


EVz_Asl	=	subscriber distribution interfaces per subscriber line (see above)


G_Asl	=	number of trenches per subscriber line (see above)


DA_Asl	=	number of wire pairs per subscriber line


LH	=	average length of final drop


VZB-Typ	=	type of distribution area


3.2.4 Costs of In-House Cabling


On account of high line specificity, the connection between the subscriber distribution interface and the socket (TAE) cannot be costed precisely in a generic model. Hence we would propose using three values to reflect the average investment cost per access in the three subscriber density categories defined. It then follows:


�EMBED Equation.2���	(3.2.2-18)


�EMBED Equation.2���	�	(3.2.2-19)


3.2.5 Costs of the Main Distribution Frame


The costs of the main distribution frame are modelled as a linear function of the wire pairs in the feeder cable. A fixed component covers the costs of housing the main distribution frame and the costs of the rooms needed for cabling into the building of the exchange or the concentrator unit.
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�EMBED Equation.2���	(3.2.2-21)


where:


P_HVt_Fix	=	base price of the main distribution frame


P_HVt_DA	=	cost of the main distribution frame per wire pair


�EMBED Equation.2���	=	number of wire pairs in the feeder cable for the subscriber lines in the distribution area VZBijk


3.3 Costing Switching Equipment


The costs of the switching units at local network level are made up of the costs of the local exchange (TVSt) and the costs of the remote concentrators, which constitute remotely located functional units of the local exchange. Nevertheless it is advisable to cost the concentrator units separately, because the costs of accommodation, etc are incurred at every site and the indivisibilities of investment must be taken into consideration. The formulae below and the relevant module designations relate to the Siemens EWSD system (Digital Electronic Switching System).�


For the purpose of costing it is necessary to know the access areas that are connected to the various local exchanges either directly or via remote concentrators. The assumption is that the remote concentrators are allocated to just one exchange. It is also assumed that this allocation is known (cf section 3.1.10). It can then be taken as a basis for dividing a local network into one or more exchange areas. In this context, exchange areas are defined as the combined access areas for which switching functions are carried out in one and the same local exchange. Hence it follows:


�EMBED Equation.2���	(3.3-1)


�EMBED Equation.2���	(3.3-2)


where �EMBED Equation.2���= costs of an exchange area


3.3.1 Costs of the Local Exchange


Costing the local exchange is based on the assumption that three major cost drivers can be identified, specifically the number of subscribers directly connected, ie the subscribers in the own access area, holding time of the incoming and outgoing channels and the number of call attempts (events). Apart from this, costs are incurred which cannot be attributed directly to any of the cost drivers mentioned, such as the costs for housing the exchange, power supply, air conditioning and the like. The following then applies:


�EMBED Equation.2���	(3.3.1-1)


3.3.1.1 Access-Related Costs


First, assessment of the access-related costs is described briefly.� No distinction is made in costing the subscriber line network between types of access, it being assumed that both analogue and ISDN basic rate access lines can be realised over a copper wire pair without any changes to outside plant. However, the line termination (line card) in the exchange is differentiated by types of access. The costs of the subscriber line interface modules can be expressed as costs per analogue line or per ISDN basic rate line.


The EWSD system uses two elements as interface units for analogue (SLMA) and ISDN basic rate access lines (SLMD), both capable of connecting 16 subscribers. Hence the access-related non-traffic sensitive total costs of the local exchange (TVSt) are:


�EMBED Equation.2����	(3.3.1-2)


where:


Asl_analog	= 	number of analogue subscriber lines in the access area of the local exchange


Asl_digital 	=	number of digital subscriber lines in the access area of the local exchange


P_SLMA	=	 cost of an analogue subscriber line module (SLMA)


P_SLMD	=	 cost of a digital subscriber line module (SLMD)


3.3.1 2 Usage-Based Costs


Usage-based costs can be related to traffic demand, expressed in Erlangs, and also to the number of call attempts (CA):


�EMBED Equation.2���	(3.3.1-3)


3.3.1.2.1 Holding-Time-Sensitive Costs


Holding-time-sensitive costs are derived from the provision of channels in the switching network, in the digital line units (DLU) and in the access and network-facing line trunk groups (LTG), determined by busy hour traffic volume: 


�EMBED Equation.2���	(3.3.1-4)


The first step is to identify the necessary number of digital line units (DLU). Each DLU has a limited number of slots for subscriber line interface modules, which means that there is a binding upper limit to the number of subscribers per DLU, independent of the traffic volume.� The main function of the DLU is to concentrate outgoing subscriber traffic on 2 Mbit/s multiplex lines. Each DLU provides 120 user-information channels to the switching network in the form of 4 x 2 Mbit/s. Based on subscriber traffic and on the Erlang loss formula, the necessary number of DLUs per access area is identified in section 3.1.11.


�
Hence it follows:


�EMBED Equation.2���	(3.3.1-5)


where


P_DLU	= cost of a digital line unit


Two digital line units are both connected crosswise to two line trunk groups (LTG) which provide the uniform interface to the switching network. This arrangement means that the number of subscriber-facing line trunk groups corresponds to the number of digital line units at the exchange plus the digital line units for connection of the remotely located digital line units:�


�EMBED Equation.2���	(3.3.1-6)


where:


P_LTG	= cost of a line trunk group


Line trunk groups also provide the interface to the interoffice network, ie to installations for transmission to and from other exchanges. Each LTG provides interfaces for 4 x 2Mbit/s junction lines (DSV2). To ascertain the number of network-facing LTGs per exchange it is necessary to determine the number of DSV2s connected to the local exchange for the purpose of handling the external traffic of the exchange, ie traffic coming from or going to another exchange. The method for establishing the number of DSV2s for connections within the local network and for connections to the long-distance network is described in section 3.1.10. Hence it follows:


�EMBED Equation.2���	(3.3.1-7)


The incoming and outgoing channel is connected through in the switching network, which performs this function by changing the position of a 64 kbit/s channel within a multiplex line and by changing the multiplex line while retaining the time slot of the channel (space stage). The combination of time and space stages more or less ensures full accessibility, ie an incoming channel can be connected to any outgoing channel.


The basic configuration of the switching network in the EWSD system offers a switching capacity of 120 x 2 Mbit/s. This configuration is extended in steps of a further 120 x 2 Mbit/s, up to a maximum capacity of 1920 x 2 Mbit/s.


The necessary number of 2 Mbit/s lines in the switching network can be found by adding the subscriber and network-facing line trunk groups (LTG) and multiplying the result by 4, since each LTG can take 4 x 2 Mbit/s. As a next step the number of switching network elements is obtained by dividing the 2 Mbit/s lines by 120 and then rounding them up in order to allow for indivisibilities:


�EMBED Equation.2���	(3.3.1-8)


where:


P_KN = cost of a switching network element


3.3.1.2.2 Event-Sensitive Costs


In digital switching centres it is a microprocessor, in the EWSD context called a coordination processor (CP), that searches for a free channel in the switching network in order to meet the caller's request for connection.� The functions performed by this processor include the evaluation of signalling information, path selection and through-connection in the switching network, routing or tariffing and charging. These tasks are fulfilled one by one for every call attempt. Hence the capacity of a microprocessor-controlled exchange is determined by the number of busy hour call attempts, which also include call attempts not resulting in complete call set-up to the subscriber. Total holding time, however, is of minor relevance to the processor capacity required. The dynamic performance of an exchange is therefore expressed in busy hour call attempts (BHCA). These can be established by dividing subscriber traffic, expressed in minutes, by average holding time and dividing the result by a factor for unsuccessful call attempts (cf section 3.1.10). It must be taken into account that intraoffice calls mean one call set-up only; therefore, only outgoing intraoffice traffic per subscriber is taken into consideration in order to avoid duplicated counts.


It is assumed that, for reasons of indivisibilities, investment in call processing capacity is fixed, provided the requirements made of dynamic performance are low. Above a certain BHCA threshold, processor control will need to be stepped up gradually by additional hardware and adapted software. The EWSD system can be expanded in steps of 1000 BHCA. As the provision of call processing capacity depends on the interaction of a variety of elements and control software, the detailed recording of which entails great expense, we would propose, as a pragmatic alternative to the usual approach, determining the volume of event-sensitive investment in a similar fashion to the system manufacturers, ie quoting prices not for individual elements but for call processing functionality as a whole.


Total event-sensitive investment is then as follows:


�EMBED Equation.2���	(3.3.1-9)


where:


P_CP	=	base price of processor control 


BHCA_TVSt	=	traffic load of a local exchange


P_BHCA	=	cost of an additional 1000 BHCA call processing capacity


Kap_CP	=	call processing capacity expressed in BHCA of an exchange with basic equipment


3.3.1.3 Costs of Housing and Equipping Exchanges 


Finally, the costs that cannot be attributed directly to any of the cost drivers mentioned must be taken into account. These include costs incurred for investments in housing, power supply including stand-by power supply, air conditioning, terminals for maintenance and operation, spare parts, repair shop equipment, office equipment, furniture, etc. It is assumed that these investments can be expressed in absolute figures per local exchange. The capital and operating cost factors applied should reflect the longer economic lifetime, on average, of buildings and supplementary equipment than of the other hardware and software in the exchange. The costs of housing and equipping exchanges are then as follows:


�EMBED Equation.2����	(3.3.1-10)


3.3.2 Costs of Remote Concentrators


In principle, remote concentrators are costed in the same way as the exchanges. It is not necessary therefore to detail the calculation formulae here. Line cards (SLMA/SLMD) and digital line units (DLU) are remotely located. Line trunk groups (LTG) are located exclusively in the local exchange. In accordance with our assumptions, the concentrators do not perform any switching functions so that usage-sensitive costs are reduced to the costs of the digital line units. As less space is required and fewer functions have to be performed, the costs of housing and equipment are lower than those for a local exchange (TVSt):


�EMBED Equation.2���	(3.3.2-1)


where:


�EMBED Equation.2���	(3.3.2-2)


3.4 Costing the Transmission Paths in the Local Network


3.4.1 Connections between Remote Concentrator and Local Exchange


As remote concentrators do not perform any switching functions, all subscriber traffic is routed to the allocated local exchange via optical fibre. Hence it is not necessary to distinguish between connections whose source and sink is in the same access area, and connections to other access areas. Transmission systems can be split into terminal equipment (multiplexers and optical line terminals), regenerative repeaters and outside plant which, as in the access area, can be divided into the levels of infrastructure, cables and conductors. In the following the assumption is made that the number of fibres per cable is fixed so that only the cable level need be looked at. The remote concentrators are connected to one exchange only so that the network has a star-shaped structure at all levels. The costs of connecting the concentrators in the entire local network are expressed as follows:


�EMBED Equation.2���	(3.4.1-1)


Ctransport = Ctransmission equipment + CZWR + Coutside plant	(3.4.1-2)


3.4.1.1 Costs of Transmission Equipment


The costs of transmission equipment at both ends of a connection can be broken down into the costs of multiplexers and those of line terminals. Assuming that optical fibres are used for transmission, it is then necessary to transform the 2 Mbit/s signals into a 140 Mbit/s stream. To this end, the PDH technology is required to go through several steps of the multiplexer hierarchy (2/34 Mbit/s and 34/140 Mbit/s) at both ends of the connection. First of all, the total subscriber traffic of a remote concentrator is transformed into the equivalent of 2 Mbit/s. As connections are provided between the DLU and the LTG, the number of 2 Mbit/s lines (DSV2s) is derived from the number of DLUs multiplied by 4 plus another DSV2 for the provision of leased lines in accordance with a given factor. If necessary, this value can be increased again to allow for spare capacity in the transmission network (cf section 2.3.5).� This means:


�EMBED Equation.2���	(3.4.1.-3)


where:


�EMBED Equation.2���	(3.4.1-4)


where:


#MUXx/y	= number of multiplexer pairs at a given multiplexing stage


#DSV2	= number of DSV2s


#LE140	= number of 140 Mbit/s line terminal pairs


P_MUXx/y	= cost of a multiplexer pair at a given multiplexing stage


P_LE140 	= cost of 140 Mbit/s line terminal pairs


FV_Fkt	= leased line factor on the DSV2


Res_Fkt	= spare capacity factor on the DSV2


3.4.1.2 Costs of Regenerative Repeaters


Longer transmission paths require regenerative repeaters (ZWR) at regular intervals:


�EMBED Equation.2���	(3.4.1-5)


where:


AKad_TVSta	= 	distance between remote concentrator and local exchange


P_ZWR	= 	cost of a regenerative repeater


Abs_ZWR	= 	maximum distance between regenerative repeaters


3.4.1.3 Costs of Outside Plant


The costs of outside plant are derived from the costs of cable installation and the costs of the optical fibre cable. 


�EMBED Equation.2���	(3.4.1-6)


3.4.1.3.1 Costs of Infrastructure 


The costs of infrastructure are built up from the distance between remote concentrator and local exchange. Assumptions must also be made on cable installation and costs per metre as a function of surface and type of terrain.


�EMBED Equation.2���	(3.4.1-7)


�EMBED Equation.2���	(3.4.1-8)


�EMBED Equation.2���		(3.4.1-9)
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�EMBED Equation.2���	(3.4.1-11)


where:


AKKVK = share of conduit routes in the junction cable 


3.4.1.3.2 Costs of Cables


It is assumed that monomode fibre cables with 12 fibres are used in an optical fibre system. The costs per metre must reflect laying and splicing. The costs of cables are then expressed as:


�EMBED Equation.2���	(3.4.1-12)


where:


P_GF_m	= costs of optical fibre per metre


The costs established thus are apportioned to switched connections and leased lines according to the DSV2 provided.


3.4.2 Connections between Exchanges in the Local Network


The cost drivers already described for connections between remote concentrator and local exchange are relevant to transport between local exchanges. Required beforehand, however, is determination of the traffic relations within the local network. First of all, subscriber traffic is divided into traffic remaining within the area served by the exchange, ie calling and called party are within the same exchange area. The remaining traffic can be described as external traffic, either going to a subscriber in the same local network or leaving the local network. The conventions set out below then determine the logical network. A given share of total expected subscriber traffic is declared as external traffic (long-distance traffic). This traffic is routed to a point within the local network, serving as a point of interconnection to the long-distance network. In accordance with our assumptions, this interconnection point is co-located with a local exchange. The remaining local traffic is apportioned to the local exchange according to the share of the subscriber traffic of an exchange in the subscriber traffic of the local network as a whole. Symmetry between outgoing and incoming traffic is assumed. The exchanges of the local network are fully meshed at the logical level, ie a local connection is not switched more than twice: in the local exchange in the area of origin and in the local exchange in the area of destination.


Based on the logical traffic relations the physical network is designed as follows. The logical connections between two local exchanges match a transmission system between the network nodes which is dimensioned on the basis of direct traffic plus leased lines. Also taken into account in the interoffice network are 565 Mbit/s optical fibre systems, used if more than one 140 Mbit/s system would otherwise be needed. In accordance with our assumptions, long-distance traffic is routed together with the local traffic, on a shared transmission system, to a local exchange co-located with the point of interconnection to the long-distance network. Cost calculations are then, for the most part, similar to the above costing of connections between concentrator and local exchange. Hence it follows:
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3.4.2.1 Costs of Transmission Equipment


�EMBED Equation.2���	(3.4.2-3)


where:


�EMBED Equation.2���	(3.4.2-4)


3.4.2.2 Costs of Regenerative Repeaters


�EMBED Equation.2���	(3.4.2-5)


3.4.2.3 Costs of Outside Plant


3.4.2.3.1 Costs of Infrastructure
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3.4.2.3.2 Costs of Cables


It is assumed that monomode fibre cables with 12 fibres are used for 140 Mbit/s and 565 Mbit/s optical fibre systems. Costs per metre include the laying and splicing of cables. The cable costs are then derived as follows:


�EMBED Equation.2���	(3.4.2-11)


The next step breaks down these interoffice network costs into the costs of providing transmission capacity for leased lines, the costs of long-distance connections and, finally, the costs of local connections. The allocation standard used is the number of DSV2s on a transmission path provided for the various types of connection.


3.5 Conversion of Network Costs to Costs per Unit of Demand


The model calculations made so far form the basis for determining the long run incremental costs of the separate network elements and of access services at local network level. In line with the procedures we have described, the costs are shown as the annual costs of the entire infrastructure of the local network studied. Where expected traffic demand plays a role in determining the investment volume, these costs are also seen as costs incurred for providing capacity to cover busy hour demand. Hence establishing the costs of an average call minute or of an average call set-up presupposes determination of annual demand.


3.5.1 Costing the Subscriber Line


The average long run incremental costs of a subscriber line related to one year are derived by adding the costs incurred for the various sections of the access network and then dividing the result by the number of subscribers in the local network. Only the share of total costs attributable to the subscriber lines in accordance with their share in the wire pairs used need be taken into account. Various sections of the access network such as the costs of access in the feeder section, can also be costed in this way.


3.5.2 Costing Conveyance Services


Specific conveyance services as part of special network access are costed in several steps. First of all, the service which is the object of costing is defined. Then the network elements providing the service are identified. Possibly, usage factors indicating how many units of usage must be considered on average for a network element required for a service may need to be identified at this stage. Finally, the costs of the annual average unit of service demand are ascertained for the various network elements. Units of service demand as used in this modelling approach may be a call minute or call set-up.


The disaggregated modelling presented here indicates the costs of the following network elements:


Connections between remote concentrators and local exchanges


Connections between local exchanges of a local network


Connections between local exchanges and a point of interconnection to the long-distance network


Local exchanges further subdivided into:


centrally or remotely located digital line units


subscriber-facing line trunk groups


network-facing line trunk groups


switching network elements


control units (coordination processor).


The investment volume determined for each of these elements or, in the case of the component parts of the local exchange, sub-elements, is based on call minutes or call attempts in an average busy hour (multiplied by a peak load factor). Traffic demand in an average busy hour can be extrapolated to provide annual demand if the ratio of the two parameters to each other is known. Approximatively, traffic demand in an average busy hour can be multiplied by a factor corresponding to the reciprocal value of the share of busy hour demand in per day demand. This value is then multiplied by the number of busy hour days occurring per year.


This determines the costs of an average unit of output for the individual elements. If we now seek to determine the costs of services using several elements, the unit costs of the elements will be multiplied by the element usage factors of the service before being adding up. This is illustrated in the following, taking a call minute in the local network as an example.


One call minute involves a channel in the concentrating units being occupied at both ends. In addition, channels are also occupied at both ends in the subscriber-facing line trunk groups. As regards the network (sub-)elements switching network, coordination processor, interoffice network and connections to remote concentrators, usage factors must be identified that correspond to the average load caused by one call minute. The usage factor for connections to remote concentrators is derived, at both ends, from the ratio of outgoing local traffic on the connections between remote concentrator and local exchange, to total outgoing local traffic. We then assume that the usage factor for the connection to the local exchange will be 0.5 at each end if 50% of the outgoing local traffic is generated in these access areas. In this case the result is that an (average) call minute is exactly equivalent to one minute of use of connections to remote concentrators. The switching network and the coordination processor in the local exchange of the calling subscriber are always used. The usage factor for a second local exchange is derived from the ratio between the outgoing internal traffic of the exchanges in the local network and the total outgoing local traffic. Hence it is between 0 and 1. If the factor is again 0.5, an average call minute in the local network would correspond to 1.5 usage minutes in the switching network and, analogously, 1.5 processor activities for average call set-up. Moreover, on average, there is half a usage minute in the interoffice network and one minute of usage of the network-facing line trunk groups in the respective local exchanges. The same procedure applies to other services.


3.5.3 Averaging


In principle, the approach described here establishes costs in relation to individual local networks. Should it be necessary to take averages, this will be done on the basis of a sample test. We have elected to proceed in this way since we must assume, especially with regard to the costs of the subscriber line, that costing based on the structure of an average local network will not yield reliable results. Only if values are ascertained for many individual local networks will it be possible to take averages for the costs of network elements and interconnection services as well as for any usage factors that may be applied at different aggregation levels. Any averaging must weight the costs appropriately. Moreover, sample tests must ensure the representativeness of the parent population.


�
4. Concluding Remarks


The following recaps on the essential features of the cost model. This is followed by comments on the model's goals and on planned further action.


4.1 Essential Features of the Cost Model


This document describes a method for costing local telecommunications network elements using an analytical cost model. The model measures the installation and operating costs of the network infrastructure, ie of all transmission and switching facilities including subscriber lines. The model is based on a number of economic and technical relationships between input and output parameters, that is to say, between relevant factor inputs - labour and capital - and their output in the form of subscriber lines, calls and call minutes. Owing to their generic nature, these relationships can be applied to a number of different objects, ie local networks with different geographical dimensions and demand patterns.


The model looks at a generic network based on assumptions regarding appropriate forward-looking methods meeting the efficiency requirement for the supply of those services to be costed by the model. The overall production process including different types of access, switching and transmission technology that are used or may be used in local networks is beyond the scope of the model.


The aim of the model is to calculate the costs, or more specifically, the long run incremental costs of narrowband conveyance in the context of network interconnection and other special network access, especially access to (unbundled) subscriber lines. The generic network presented here is structured as a local copper network radiating from given MDF sites. The interoffice network has a two-stage structure, being configured as a star network connecting remote concentrators with local exchanges, and as a meshed network connecting local exchanges.


In costing, a local network is broken down into separate network elements according to their functionality. The current model looks at the subscriber line, transmission to the local exchange, switching, transmission between local exchanges, and transmission to a point within the local network providing interconnection to the long-distance network. For calculation purposes, some of these elements are broken down into sub-elements. The requisite investment volumes are calculated for each of the elements and sub-elements as a function of demand forecasts. The investment level is valued using current replacement costs, and subsequently converted into annualised costs taking account of depreciation, expected return on investments and operating costs. These costs are distributed between annual service demand levels in order to cost network elements in terms of call minutes or annual costs for the provision of subscriber lines.


4.2 Purpose of the Model


Companies subject to rates regulation under the Telecommunications Act and the Telecommunications Rates Regulation Ordinance are obliged to submit cost statements to the Regulatory Authority for Telecommunications and Posts for approval purposes (§2 of the Telecommunications Rates Regulation Ordinance). Under the rates approval procedure the Regulatory Authority examines whether the rates proposed are based on the costs of efficient service provision (§3 of the Telecommunications Rates Regulation Ordinance). The cost model described in this document is intended to enable the Regulatory Authority to compare the cost statements submitted, especially those relating to network access and network interconnection, with the results of calculations based on a generic, non-operator-specific network. The outcome of such a comparison may be used for rate approval decisions and their justification.


Since the aim is to establish transparent and calculable models for the approval of the rates proposed by companies with a dominant market position, the model developed for future rates approval procedures is published prior to its initial application to give interested parties an opportunity to state their views. It is hoped that publication of the proposed model will lead to a factual discussion about the method to be applied in fixing the relevant charges.


4.3 Further Action


After the Regulatory Authority has considered the comments received, the model will be revised or extended where this is considered necessary. The next step will be to define the requisite parameters for the model calculations so that the model can be used for regulatory purposes, notably for rates approval. The Regulatory Authority may request companies engaged in the German telecommunications market to supply data on some or all of the input values listed at Annex B.


At the same time an extended model is being developed for the long-distance network, which is not or only marginally covered by the current model. The aim of this project is to establish benchmarks for the costs of all relevant network access activities within a relatively short timescale.


�
Annex A�Topics for Discussion relating to the Cost Model�for Local Telecommunications Networks


All interested parties are invited to submit their views on the proposed model for costing network access in the local service area. Publication of the proposed model and the consultation process aim to create transparency in the costing methodology and to accommodate comments and proposals received in the application and refinement of the model. Analytical cost models are intended as a tool for determining benchmarks for the costs of efficient service provision, to be used in the examination of cost statements submitted under future rates approval procedures.


Comments on this consultative document should refer to the issues specified below. The appended questions are intended to clarify the views of the respondent on the structure of the model as a whole and on proposed assumptions and conventions in particular.


In the proposed model, network infrastructure is costed on the basis of network elements, ie the network is broken down into elements defined by their functionality, such as switching or transmission. Services supplied are described by combining the functionality of several network elements.


Is the breakdown of the network into elements adequate or already too detailed?


The extent of shared use of certain infrastructural facilities (buildings, but especially trenches and the duct network) by network elements as well as by the telecommunications networks for narrowband services considered here and other networks (cable TV networks, broadband overlay networks, gas, water and electricity supply networks) is a significant cost factor. Initially, the modelling approach described does not take shared use into account.


How should the extent of shared use by network elements or networks be identified and made calculable?


Would it suffice to adjust input prices such as civil engineering costs or should an explicit cost allocation algorithm be integrated in the model?


Forward-looking demand parameters should be defined for the services supplied in a local network (subscriber lines, switching and transmission, and possibly leased lines) which may be used for costing but which may also serve as a basis for determining annual service demand.


What sources of information other than demographic statistics and network operator data should be used to identify the demand for subscriber lines?


From which empirical or primary sources should traffic levels per subscriber line be derived?


To what extent should a distinction be made between different access types or different customer groups?


The assumptions about the number and location of main distribution frames (MDF) and nodes of the generic network underpinning costing have a significant impact on the calculation results, especially those for the subscriber line.


What criteria should the model define with regard to number and type of nodes and MDF sites?


The model is based on assumptions regarding the structure and technology of the generic network, aimed at covering relevant and efficient procedures for the provision of narrowband conveyance and subscriber lines.


Should the assumptions be extended?


A number of conventions have been defined for determining the capital costs of invested productive capital. The approach adopted in this document is characterised by the following key elements: current replacement costs of capital goods, ie their current purchase price, are built into the model, straight-line depreciation is applied, return on capital employed is derived from the weighted sum of the expected rate of return on equities (before corporate income tax) and the average rate of interest on debt, taking price changes in the value of assets into account, and depreciation and expected return on investment are converted into an annuity using the capital recovery factor.


How should current replacement costs be determined?


How should price reductions such as volume discounts be identified and addressed?


What factors should be taken into consideration in determining the relevant depreciation periods for different asset categories?


Have the different asset categories been broken down to an adequate level?


How should the company-specific risk regarding equity costs, which must be considered in addition to general market risk, be determined?


Network operating costs must be added to the capital cost of the assets.


How should forward-looking operating costs be determined for the various asset categories?


Are operating cost factors corresponding to the relationship between the historic cost of fixed assets and current expenses applicable?


How should such values be updated and any inefficiencies eliminated?


The long run incremental costs of elements of the switching network are the annual costs of providing peak load capacity, ie busy hour Erlangs and busy hour call attempts. Conversion of these costs into costs per minute or per call is based on the convention that the costs of a network element should be distributed equally over total annual service demand. To this end average busy hour demand is related to overall demand per day and subsequently to annual demand.


Is empirical data available on the above-mentioned relationships?


The long run incremental costs of network elements are to be determined on the basis of a sample calculation. This means that a representative set of the relevant local network parameters should be selected. Subscriber density and subscriber numbers are considered relevant parameters.


Should other local network parameters be included in a sample to obtain a representative set?


The modelling described in Chapter 3 of this consultative document covers the main reference measures for local network costs.


Should further reference measures for cost factors be included in the model and if so, which ones?


Should the assumption of a fully meshed interoffice network which, in large local networks, may lead to an overstatement of the costs of efficient service provision, be modified?


Costing does not cover distribution and customer administration costs in the case of special network access since these costs are highly customer-specific and hence not accessible within the framework of a generic model.


Should reference measures not included in the model be used to calculate these costs and if so, which ones?


How high are these costs in relation to the reference measures?


What is the proportion of non-volume-sensitive common costs to total distribution and customer administration costs?


Non-volume-sensitive costs, ie costs which cannot be allocated either directly or indirectly to services on the basis of the principle of causation, have not been input into the model but are nevertheless part of the costs of efficient service provision as defined in the Telecommunications Rates Regulation Ordinance (§3(2)).


What non-volume-sensitive common costs incurred by network operation can be allocated to the totality of local networks but not to individual networks or network elements?


What is the ratio of these costs to the sum total of the costs that can be allocated to individual local networks?


What is the proportion of non-volume-sensitive costs, excluding the costs referred to in the previous two questions, to the total costs of a telecommunications company?


Under the Telecommunications Rates Regulation Ordinance non-volume-sensitive costs are to be considered under the rates approval procedure in the form of appropriate mark-ups on the long run incremental costs.


Would a uniform mark-up or separate mark-ups on the costs determined for the different services be appropriate for the common cost categories mentioned in questions 11 and 12?


�
Annex B: Input List


The following list contains the input data used in the model. In the course of the consultation the Regulatory Authority for Telecommunications and Posts may request participating companies to supply data on all or select input values.





Input Value�
Abbreviation�(if used)�
Comments�
�
�
�
�
�
Location�
�
�
�
Local network boundaries�
�
�
�
MDF sites�
�
�
�
Allocation of local exchanges to MDF sites�
�
�
�
Allocation of remote concentrators to MDF sites�
�
�
�
Allocation of remote concentrators to local exchanges�
�
�
�
�
�
�
�
Planning Targets�
�
�
�
Percentage of conductor diameters for different loop lengths�
�
Information in tabular form possible�
�
Technical spare capacity factor for wire pairs�
TRes_Fkt_DA�
General parameter�
�
Economic spare capacity factor for wire pairs in the feeder cable�
Res_Fkt_DAHK�
At local network level�
�
Economic spare capacity factor for wire pairs in the distribution cable�
Res_Fkt_DAVZB�
Breakdown according to subscriber density�
�
Leased line factor in the access network�
FV_Fkt_DA�
As a percentage of wire pairs for subscriber lines�
�
Leased line factor in the interoffice network�
FV_Fkt�
As a percentage of 2 Mbit/s digital connections in the interoffice network�
�
Spare capacity factor in the interoffice network�
Res_Fkt�
As a percentage of 2 Mbit/s digital connections in the interoffice network�
�
Share of conduit routes in the feeder section�
AKKHK�
At local network level�
�
Share of conduit routes in the distribution area�
AKKVZB�
Breakdown according to subscriber density�
�
Share of conduit routes in the interoffice network�
AKKVK�
At local network level�
�
Number of ducts in the feeder cable�
ZGHK�
At local network level�
�
Number of ducts in the distribution area�
ZGVZB�
Breakdown according to subscriber density�
�
Number of ducts in the junction cable�
ZGVK�
At local network level�
�
Average distance between manholes�
Abs_Schacht�
General parameter; breakdown according to copper and optical fibre cables�
�
Number of cables per route metre in the feeder section�
K_TmHK�
At local network level�
�
Number of cables per route metre in the distribution area�
K_TmVZB�
Breakdown according to subscriber density�
�
Surface type along feeder cable routes�
OFHK�
Breakdown of surface types to be reconstructed (green areas/asphalt/�interlocking pavers); at local network level�
�
Surface type along routes in the distribution area�
OFVZB�
Breakdown of surface types to be reconstructed (green areas/asphalt/�interlocking pavers); breakdown according to subscriber density�
�
Surface type along junction cable routes�
OFVK�
Breakdown of surface types to be reconstructed (green areas/asphalt/�interlocking pavers); at local network level�
�
Number of taps (sleeves) per subscriber line�
M_Asl�
Breakdown according to subscriber density�
�
Number of SDIs per subscriber line�
EVz_Asl�
Breakdown according to subscriber density�
�
Number of drop segments and trenches per subscriber line�
G_Asl�
Breakdown according to subscriber density�
�
Wire pairs per subscriber line in the drop segment�
DA_Asl�
Breakdown according to subscriber density�
�
�



Length of final drop (drop segment)�
LH�
Breakdown according to subscriber density�
�
Maximum distance between regenerative repeaters�
Abs_ZWR�
General parameter. Breakdown according to 140 Mbit/s and 565 Mbit/s systems�
�



Costs�
�
Cost data is taken to mean total investment necessary for installation of the facility ready for service.�
�
Civil engineering costs of conduit systems per metre�
P_GrK_m�
Breakdown of data according to different duct numbers (eg 3/6/12/18 ducts) and according to surface type (green areas/asphalt/interlocking pavers)�
�
Cost of trench per metre for buried cable installation�
P_GrE_m�
Breakdown of data according to surface type (green areas/asphalt/�interlocking pavers)�
�
Cost of PVC duct per metre�
P_Rohr_m�
Breakdown of data according to diameter (50 mm/100 mm)�
�
Cost of marker tape per metre�
P_Band_m�
�
�
Cost of a manhole�
P_Schacht�
Breakdown of data according to number of ducts (3/6/12/18 ducts)�
�
Cost of copper cable including installation (sleeves) per metre�
�
Breakdown of data according to underground/buried cable, different pair capacities and wire diameters (0.4 mm/0.6 mm/0.8 mm)�
�
Cost of protective hood per metre�
P_Schutzhaube_m�
�
�
Cost of a tap (sleeve)�
P_Muffe�
�
�
Cost of an SDI�
P_EVz�
�
�
Cost of a Subscriber Line Module analogue (SLMA)�
P_SLMA�
EWSD module designation�
�
Cost of a Subscriber Line Module digital (SLMD)�
P_SLMD�
EWSD module designation�
�
Cost of a Digital Line Unit (DLU)�
P_DLU�
EWSD module designation�
�
�



Cost of a Line Trunk Group (LTG)�
P_LTG�
EWSD module designation�
�
Cost of a switching network element 120*2Mbit/s�
P_KN�
�
�
Base price of the CP in a local exchange�
P_CP�
�
�
Cost of an additional 1,000 BHCA traffic load�
P_BHCA�
�
�
Cost of a multiplexer pair�
P_MUX�
Breakdown of data according to type (2/34, 34/140, 140/565 Mbit/s)�
�
Cost of a regenerative repeater�
P_ZWR�
Breakdown of data according to 140 Mbit/s and 565 Mbit/s systems�
�
Cost of optical fibre per metre including installation (splicing)�
P_GF_m�
Breakdown of data according to buried cable/underground cable; assumed no. of fibres: 12�
�
Cost of an optical line termination per fibre pair�
P_LE�
Breakdown of data according to 140 Mbit/s and 565 Mbit/s systems�
�
Base price of an MDF�
P_HVt_Fix�
Fixed component of the MDF investment�
�
Cost of MDF per wire pair�
P_HVt_DA�
Wire-dependent component of MDF investment�
�
Cost of in-house cabling�
P_EndStK�
Breakdown according to subscriber density�
�
Cost of a telecommunications plug and socket�
P_TAE�
�
�
Cost of an FDI�
P_KVz�
�
�
Cost of housing a local exchange�
P_Unterbrin�gungTVST�
�
�
Cost of housing a remote concentrator�
P_Unterbrin�gungAK�
�
�
Supplementary equipment for a local exchange�
P_AusstattungTVSt�
Includes power supply, air conditioning, operator terminals, etc�
�
Supplementary equipment for a remote concentrator�
P_AusstattungTVSt�
Includes power supply, operator terminals, etc�
�
�



Demand Data�
�
�
�
Residential subscribers per grid square�
PK_PQ�
Data to be based on demographic statistics and residential telephone penetration�
�
Business subscribers as a function of the number of residential subscribers per grid square�
GK_Fkt�
General parameter�
�
Average traffic load per residential line in an average busy hour�
BHE_PK�
General parameter�
�
Average traffic load per business line in an average busy hour�
BHE_GK�
General parameter�
�
Average holding time in the busy hour�
HT�
General parameter�
�
Factor for the ratio of successful to total call attempts�
(�
General parameter�
�
Peak load factor�
LSF�
General parameter�
�
Share of long-distance traffic in total subscriber traffic�
AFV�
At local network level�
�
Loss probability on final routes�
B�
General parameter�
�
Dynamic capacity of a local exchange with basic equipment�
Kap_CP�
General parameter, manufacturer data�
�
�



Capital and Operating Costs�
�
All factors are taken to be general parameters.�
�
Average rate of price change for the various asset categories�
(PU�
Breakdown of data according to buildings, supplementary equipment, transmission equipment, switching equipment, underground copper cable, underground optical fibre cable, buried copper cable, buried optical fibre cable, conduit systems, drop segments, in-house cabling�
�
Average economic-technical lifetime of the various asset categories


�
NDU�
Breakdown as for the average rate of price change�
�
Equity ratio�
eK�
�
�
Debt ratio�
fK�
Interest-bearing debt only�
�
Expected rate of return on equity�
D�
After corporate income tax�
�
Effective corporate income tax rate�
T�
�
�
Interest rate on debt�
R�
Average interest rate�
�
Operating cost factors for asset categories�
BKFU�
Breakdown as for the average rate of price change�
�



___________


�	See Siemens AG (editor): Technische Systembeschreibung für EWSD-Version 11, o.J. and Siemens AG (editor): Technische Unterlage VE-Ausbau und Verkehrsleistungsdaten für die EWSD-Versionen 11 u. 12, 1997. It is assumed that the costs of the EWSD system will be largely similar to those of System S12, also used by DTAG. 


�	Access-related costs of the local exchange must be taken into account in costing access. They are neither part of the interconnection costs, nor of the costs of access to the subscriber line at the point of unbundling in the main distribution frame.


�	In the case of Version 11 55 SLMAI/SLMD this ceiling is 880 subscribers.


�	LTGs for subscribers not connected via a DLU may be added, but this is not taken into account here.


�	Strictly speaking, a coordination processor consists of several processors performing different functions.


�	DLUs not fully used are disregarded here.





____________________
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