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1.
Introduction

The following is an attempt to gather a description of the high-level characteristics and some key design considerations regarding temporal sub-band video codec (TSBVC) designs.  These issues are described herein in order to foster a greater degree of understanding regarding these codecs and to identify some key issues in their designs.  Another goal of this document is to generate feedback to check my own personal understanding of the issues involved in the design of such video codecs.  The concepts in this document are not new and should not be a surprise to the experts on the topic.  However, this document may provide interesting reading for those who (like me) understand conventional video coding but are new to temporal sub-band approaches.

TSBVC coding has become a hot area of new research in the community in recent months.  This is attributed to advances in the coding efficiency of embedded bitstream-scalable video coding design obtained by the application of motion compensation to wavelet-based TSBVC designs.

The term TSBVC is used here to cover all codec designs that use a sub-band decomposition in the temporal domain.  Most of these codec designs use a wavelet decomposition.  Popular wavelet decomposition designs for this purpose include the Haar 2/2 wavelet (which is constructed simply from 2-sample sums and differences) and the LeGall-Tabatabai 5/3 wavelet (which was introduced in [1], is supported in JPEG‑2000 [2]

 REF JPEG2Kbook \h 
[3], and which uses linear interpolation for the synthesis reconstruction of the baseband signal).  Many of those wavelet decompositions use lifting-based wavelet filtering techniques [4]

 REF DaubechiesSweldens \h 
[5]

 REF Piscaglia_Macq \h 
[6]

 REF Lux \h 
[7].  (Any wavelet decomposition can be implemented using lifting, as shown in [5].)  Many of these codecs that are the subject of current interest for video coding use motion-compensated temporal lifting-based wavelet decompositions, as first proposed in [8] and [10].  Most of these codecs are designed to provide some form of embedded-bitstream scalability (usually SNR and temporal scalability, and sometime spatial scalability).  However, the TSBVC term is used here in the general sense without assuming these additional design aspects except as noted.

2.
Characteristics and Considerations for TSBVC

1. TSBVCs typically have relatively high algorithmic delay (thus they are not designed for low-delay interactive videoconferencing).

a. One reason TSBVCs add delay is that, because they operate by applying one or more high-pass/low-pass filter decomposition operations over the time axis, they require sufficient delay prior to encoding to cover the impulse response of these filters.  Better coding efficiency is expected to be achieved with longer temporal subband filters.  The amount of delay introduced in this fashion is an important aspect of their design.  For example:

i. One level of temporal sub-band decomposition using a 5/3 wavelet decomposition requires approximately 4 pictures of additional delay prior to encoding relative to conventional I & P picture coding (grabbing 5 pictures before encoding one low-pass picture).  Two levels (using a 5/3 wavelet) requires approximately 11 pictures of additional delay prior to encoding relative to conventional I & P picture coding (grabbing 12 pictures before encoding one "low-pass-low-pass" picture).  Three levels requires approximately 27 pictures of additional encoding delay, etc.

ii. The Haar (2/2) wavelet requires one picture of additional delay for one level of decomposition, three additional picture encoding delays for two levels of decomposition, 7 for three levels, etc.  (The Haar wavelet has less such delay than the 5/3 wavelet.) Use of the Haar wavelet has similar characteristics for delay prior to encoding as using a tree of H.264/AVC sub-sequences of reference B pictures built by adding one reference B picture between each pair of reference pictures in each lower level.

b. Another reason that TSBVCs add delay is that in addition to adding delay prior to encoding, the low-pass pictures produced in a TSBVC require a greater percentage share of bits than a picture of equivalent picture type (as described in the next item), because they represent the low-frequency content of a number of pictures, rather than just representing the content of a single picture.  Because of this increase in the share of bits needed for these pictures, there is likely to be an additional increase in delay to allow buffering and delivery of these bits before decoding.

2. The lowest low-pass layer of a TSBVC codec can be encoded with or without prediction of those pictures.  Each of these choices has its own characteristics:

a. Without prediction: This has a roughly analogous effect of decrease in coding efficiency as the insertion of an I picture at the temporal location corresponding to that picture.  However, as do periodic I pictures, this also enables random access at these locations.  For this reason, such scalable TSBVC codecs are often compared in coding efficiency terms to non-scalable designs that include periodic I pictures.  When evaluating results from such comparisons, one should be careful to note that such comparisons do not show the loss in coding efficiency caused by the periodic I picture insertion.

b. With P-picture-style prediction: This ordinarily causes difficulty in enabling scalability, as this can cause the old problems of non-scalable fragility to loss.  Codecs using such a design should be considered to contain a "base layer" that is less scalable than the content of the higher temporal frequency components.

3. TSBVC designs increase the number of bits of sample accuracy necessary for the processing of the video in the encoder and decoder.  The use of "lifting" techniques can somewhat reduce the amount of bit depth expansion, but some amount of bit-depth expansion cannot ordinarily be avoided entirely in the high-pass signal (except in two designs, one of which uses the 2/2 Haar  wavelet with lifting, which has reduced coding efficiency as discussed above in item 1a and suffers from a temporal blocking drawback discussed below in item 9b, and the other similarly-unexciting exception is discussed in section 4).  The degree of bit depth expansion increases as the number of stages of temporal sub-band decomposition increases.  The amount of bit depth expansion is an important design consideration for complexity analysis.

4. Encoders and decoders must have sufficient picture storage memory capacity to hold a number of sub-bands and/or pictures.  The amount of this extra picture storage capacity relative to I & P picture coding is somewhere roughly in the neighborhood of (perhaps a factor between 0.5 and 2.0 multiplied by) the amount of extra memory needed for the analysis filtering operations as described in item 1 above (e.g., consider that a decoder would be holding some results of the decoding process for the temporal sub-bands, plus perhaps some inverse-transformed picture results for play-out, plus perhaps some partially-decoded incoming results).  Some designs help mitigate the storage capacity issue with designs that enable in-place limited-extent analysis & synthesis filtering.  The increase in bit-depth for the sample representations (as discussed in item 3 above) also increases the amount of memory necessary for this storage.

5. There is a dependence-tree structure to the usefulness of the bits encoded in a scalable TSBVC.  The bits sent in a scalable TSBVC representation refine the approximations formed from other more important bits, and are useless if those more important bits are lost.  So there is a strong prioritization inherent in TSBVC data.  (TSBVC is not "multiple description coding".)

6. The use of motion compensation in a lifting-based wavelet TSBVC design is a hot new area of interest.  These designs appear to be the most promising for providing scalability along with coding efficiency.  This type of coding brings up several special considerations:

a. In a "lifting"-based design, the motion compensation process needs to be done once in each of the two stages ("prediction" and "update") of the sub-band decomposition.  The motion compensation in the update stage can be skipped if the update stage is skipped, but skipping the update stage may have an adverse impact on coding efficiency.  See section 4 for additional information on skipping the update stage, and section 5 for remarks on the effect of the update stage on coding efficiency.

b. If the 5/3 wavelet decomposition is used, each of the lifting stages requires two motion compensation processes (because each stage uses a 3-tap filter) and the motion compensation complexity in the encoder or decoder is roughly analogous to coding to all pictures as B pictures. (This assumes that the encoder does not also perform the decoding process for motion compensation, which it does not need to do because of the open-loop nature of the codec design – otherwise the encoded would need to perform the motion compensation process twice – once for encoding and once for decoding.)

c. Greater depth of sub-band decomposition increases the number of motion compensation operations.  As a result, the number of motion-compensation operations (uni-directional in the case of the 2/2 Haar wavelet and bi-directional in the case of a 5/3 wavelet) is approximately doubled relative to equivalent non-scalable designs.

d. The bit-depth expansion caused by TSBVC requires bit-depth expansion for the motion compensation processes as well as for the residual difference coding process.

e. In some designs only one motion vector field is used in both the "prediction" and "update" stages of lifting, with the motion vector field used for update being formed from "inversion" of the motion vector field used for "prediction".  In other designs, two distinct motion vector fields may be used (e.g., as in [11]).  When two distinct motion vector fields are used, they can either be coded independently or jointly.  (Some degree of joint coding is likely to be more efficient.)

f. In a lifting-based scheme, intra/inter switching, deblocking filtering of the prediction signal, OBMC, control grid interpolation, non-linear round-off, and essentially any other form of prediction formation can be effectively incorporated into the "prediction" and/or "update" stages of the lifting process.  This is one of the strengths of the lifting design – it allows essentially anything (linear or not, memoryless or not) to happen in its "prediction" and "update" steps.

g. If a high degree of embedded-bitstream scalability (particulary including spatial scalability) is desired, a scalable representation of the motion vector field is desirable to overcome the need to choose between sending an over-accurate motion vector field for low-rate representations and sending an insufficiently-accurate motion vector field for high-rate representations (e.g., [12]).

7. Residual differences in a TSBVC can be coded either using block-based transform coding techniques or using wavelet techniques.  (Wavelet residual coding is sometimes assumed necessary, but this is a misconception – see, for example, [11].)

a. If wavelet-based residual coding is used, the presence of block artifacts from the motion compensation process can cause problems in the residual coding.  As a result, the investigation of motion compensation methods that avoid the production of block artifacts (such as overlapped-block motion compensation and control-grid motion compensation) and the investigation and mitigation of artifacts produced by intra/inter prediction mode switching in the motion compensated prediction process may be necessary.

b. Spatial scalability can be achieved easily if a wavelet-based residual coding method is chosen.  Spatial scalability is more difficult to achieve with good coding efficiency when using a block-based residual coding method.

8. A popular way to encode the residual difference signals is to use embedded quantization, which is ordinarily represented using bit-plane coding.  Designs that do not take advantage of embedded quantization properties and instead just code SNR layers of difference signals in an ordinary fashion are likely to somewhat suffer in R‑D performance (e.g., this may explain some R-D slope behavior of the SNR scalable design in [11], which does not use an embedded quantization design).

9. Unique forms of temporal artifacts can sometimes be found in TSBVC designs

a. TSBVC designs that do not use motion-compensated lifting may cause very blurry images when used for temporal scalability.

b. Designs based on Haar 2/2 wavelets or other hard-edged temporal block sub-band decompositions can create temporal blocking artifacts.  Designs based on 5/3 wavelet decompositions do not have this problem, as they use overlapping temporal regions of support for their sub-band decompositions.

c. Some degree of significant temporal quality fluctuation may be found in some designs (e.g., this is noted in [11]), possibly exhibiting a discernible periodicity.

d. Analysis and adaptivity in the temporal decomposition structure may be needed to avoid such issues as inappropriate temporal decomposition through scene changes, possbly producing temporal "pre-echo" and other strange effects.

4.
"Skipping the Update Step"

An interesting variant of TSBVC involves "skipping the update step" in a lifting-based motion-compensated temporal-domain wavelet scheme.  A number of researchers have considered skipping the update step, dating back to among those who first considered motion-compensated temporal-domain lifting-based wavelets [9].

If the update step in a lifting-based wavelet scheme is skipped, bit depth expansion (see item 3 above) can be avoided and double motion-compensation (see item 6a above) can also be avoided.  In fact, unless the update step is "done well," researchers have found that the update stage will not help and is better skipped.

There is another name for  temporal subband video coding with a motion-compensated lifting-based wavelet decomposition in which the update step of the lifting process is null".  It is "plain old video coding".  At least this is true from the standardization perspective, where the decoder's perspective prevails and the encoder is outside of the scope of the normative specification.  From a decoder's perspective, the decoder in such a scheme decodes one or more pictures, uses motion-compensated prediction to predict another picture, and then decodes and adds a residual difference to produce the other decoded picture, and that's it.  That's the same thing an ordinary P-picture or B-picture decoder does.

From the encoder's perspective, there is a (minor) difference.  In plain-old video coding, the encoder encodes the residual difference between an original picture and a picture formed by motion compensated prediction from other coded pictures.  In the temporal sub-band scheme, the encoder encodes the residual difference between an original picture and a picture formed by motion-compensated prediction from other original pictures.  But the decoder obviously doesn't know which one of these things the encoder has done, so from a standardization perspective, these two designs are the same thing.

Note that the difference in what the encoder does is a difference that harms the coding efficiency of the scalable encoder (because in the temporal sub-band scheme the encoder cannot compensate for the error in the representation of the pictures that are used as references for prediction when it is coding the residual).  Thus, such schemes do not appear especially promising for efficient coding, as they will never achieve greater coding efficiency than conventional coding  (unless the design is altered in some other aspect, of course).

From a standardization perspective, such schemes are just conventional coding with a fancier name.

5.
The Update Stage and Coding Efficiency

As noted above, the update stage of a lifting-based temporal decomposition is an important part of the evaluation of the design's complexity and coding efficiency characteristics.  Unless the update stage is included, coding efficiency cannot be improved beyond that of conventional codec designs (because without the update stage, the temporal aspect of the design simply is conventional codec design as described in section 4 above, or is something similar with poorer coding efficiency).

Some researchers have concluded that the update stage does not help coding efficiency, while others seem to have reached the opposite conclusion – that the update stage can help if everything is designed well.  We should hope that it can help, because otherwise the use of such a wavelet decomposition in the motion-compensated temporal domain will not improve coding efficiency over conventional methods of interframe temporal processing.

One observation seems worth noting – because the low-pass stage of a lifting-based motion-compensated TSBVC results in the formation and coding of a picture that is formed from the source sequence by low-pass temporal filtering (in a motion-compensated domain), any camera noise (or film grain noise) present in the source video will be significantly reduced by the temporal low-pass filtering process.  The effect on the low-pass signal is thus somewhat like the coding of video content that has been pre-processed using motion-compensated noise-reduction filtering.  Optimal bit allocation between the low-pass and high-pass frame differences will result in allocating more bits (and obtaining better representation fidelity) for the low-pass frames.  The noise and the content changes that are difficult to represent using motion compensation will end up in the high-pass frames, which will be represented at lower fidelity.  Overall coding efficiency may be improved due to the noise rejection property in the low-pass signal that gets most of the bit allocation.

It is therefore apt that some authors refer to such coding schemes as "motion-compensated temporal filtering" video coding schemes.  Any improvement in coding efficiency, if such improvement is found, might be reduced or eliminated when comparing results for content that has been pre-processed to remove/reduce camera noise.

There may, of course, also be other sources of coding efficiency improvement in such a scheme.  The low-pass band in such a scheme is representing content in a way that represents the "essence" of more than one isolated picture at a time, so there is a time-domain bit allocation optimization that can occur.  This can help avoid spending bits to represent details of a transient nature rather than similar-magnitude details that provide a lasting benefit over time.  A good use of the update stage may indeed provide coding efficiency improvements relative to conventional video coding, and possibly not just due to temporal noise-reduction filtering effects.
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