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Introduction 

Internet Software Consortium, Inc. (ISC), a not-for-profit organization based in the United States wishes to provide information to governments about the benefits and possibility of locating a mirror of an Internet domain name system root server within their national context. This solution offers potential benefits with regard to: 

· National infrastructure protection and self-sufficiency;

· Performance;

· Costs;

· Resilience;

· Emergency response.

These benefits are further described in this document.

ISC is a well-known Internet not-for-profit, non-governmental organization and is responsible for running the “F” root server, one of the busiest Internet domain name system servers on the Internet. In addition, ISC produces the software BIND, an open source domain name system software used by most of the large domain name system servers on the Internet. Further information about ISC is available at its website at: http://www.isc.org.

Contents

This document provides:

· background on the Internet domain name system;

· background on the root server system;

· background on root server anycasting;

· benefits of localized root service;

· technical requirements and costs;

· application and contacts.

Background on the Domain Name System

The Internet Domain Name System (DNS) is a distributed Internet hierarchical lookup service primarily used to translate between domain names and Internet Protocol (IP) addresses. For example, when a user enters http://www.itu.int in a web browser, the browser first dispatches a DNS query for www.itu.int.. The DNS responds with the Internet Protocol (IP) address, in this case 156.106.192.163. Packets and routing on the Internet are all based on these numeric addresses, and the DNS thus forms the bridge between the lower-layer IP and TCP protocols and the upper-layer applications such as web browsing and electronic mail.

The DNS service consists overall of DNS data, name servers, and a protocol used to retrieve data from the servers. Clients of the DNS can be applications such as web browsers or mail transfer agents and even other name servers. Simple text database records called resource records are placed into millions of files called zones. Zones are kept on authoritative name servers distributed around the Internet, which answer queries according to the DNS network protocols. In contrast, caching servers simply query the authoritative servers and cache any replies. Most servers are authoritative for some zones and perform a caching function for other DNS information. The DNS software implementation known as Berkeley Internet Name Domain (BIND), produced by the Internet Software Consortium, is the most commonly used domain name server on the Internet.

To understand the DNS hierarchy, it is useful to examine the structure of Internet host names (see Figure 1: DNS Hierarchy). The last portion of a host name, such as .int, in the case of the www.itu.int (ITU’s web site), is the top-level domain to which a host belongs. There are a set of generic top-level domains (gTLDs) such as .com, .net, and .org, as well as country code top-level domains (ccTLDs) such as .be for Belgium, .cn for the People’s Republic of China, .mx for Mexico, and .us for the United States. Other top-level domains such as .int, .gov, .mil and .edu do not neatly fit into either of these classifications — they could be considered “chartered” gTLDs since they have entrance requirements before registration is accepted. The .int gTLD, for example, is currently restricted to intergovernmental organizations and .edu is restricted to educational institutions.

Figure 1: DNS Hierarchy
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Background on the Root Server System

The root node of the Internet name space consists of a single file, the root zone file. The root zone file contains pointers to the master (primary) and slave (secondary) servers for all top-level domains (e.g. gTLDs, ccTLDs). 

The master or primary server is the definitive source of data for a DNS zone. This is where all changes to the zone's contents are made. The DNS protocol provides an automatic mechanism for propagating the contents of a zone to slave or secondary servers. The provision of secondary servers provides improved reliability and robustness and prevents having a single point of failure. If one name server for a zone fails or is unreachable, there will be other name servers for the zone that can be queried instead. Usually a name server will only give up on an attempt to resolve a query when all the known servers for the zone have been tried and none have responded.

At the top of the DNS database tree are 13 root name servers. Until very recently, the primary root server was “a.root-servers.net” with 12 secondary name servers, named “b.root-servers.net through “m.root-servers.net”
. However, following recent changes in the root server network architecture
, a separate and hidden master server is the definitive source of information carried by all thirteen root name servers. The final authority for change control of the root zone file (e.g. addition of new top-level domains or modification of existing top level domains) is held by the United States Department of Commerce. 
Figure 2: Location of 13 DNS Root Name Servers
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An example can be given of a DNS lookup to find the Internet Protocol (IP) address of ITU’s website: www.itu.int as follows: When a server looks up www.itu.int, it will go to the root name servers. They would then return a referral to the .int name servers. The local server then queries one of them for www.itu.int. A server for .int then returns a referral to the itu.int name servers. The server repeats the query for www.itu.int a third time, this time to one of the itu.int name servers, which gives the answer. This iterative process is known as resolving. 

The answers a name server gets when it is resolving queries are cached and used to speed up subsequent lookups. For example, if the name server that looked up www.itu.int were then asked to lookup up mail.itu.int, it would query the itu.int name servers directly and not start resolving the query again from the root name servers. 

Root Server Anycasting 

“Anycasting” is a recently developed technique for “cloning” one server in multiple locations, all of which respond to the same IP address and all of which contain identical data. This technique has recently been applied to the F root server, allowing any suitably provisioned location to have a root server. 

The concepts of anycasting Internet hosts were first described in RFC 1546: Host Anycasting Service.
 For a tutorial on the techniques used with anycasting, a related primer is available from Cisco.
 The particular application of anycasting to the provision of DNS services was explored in a number of Internet drafts, which eventually became the informational RFC 3258: Distributing Authoritative Name Servers via Shared Unicast Addresses.
 RFC 3258 describes how authoritative name servers with the same IP address can be replicated at different locations. The route to these servers would be advertised for each location and routing protocols would direct traffic to the topologically nearest server. 

In the first half of 2003, several announcements have been made by the Internet Software Consortium
 for plans to anycast the F root server in new locations
, including in New York City, Los Angeles, Madrid, Rome, Auckland, and Asia-Pacific sites (the latter in cooperation with APNIC
). RIPE NCC
 has also recently published information on the potential anycasting of the K root server
, which is hosted in the United Kingdom of Great Britain and Northern Ireland.

Benefits of Localized Root Service

There have been growing concerns about protection of the Internet’s critical infrastructure and the protection and self-sufficiency of critical national infrastructure assets. For example, the Internet's root name servers are a constant target of distributed denial of service (DDOS) attacks.
 The recent denial of service attacks widely reported in the press in October 2002 resulted in observable root server performance degradation even if user impact was relatively minimal.

One benefit of using anycast for root name services is that it solves a number of security issues and permits a better global distribution of root name service. It also permits a reduction in router and link resources, as standard IP routing protocols will deliver packets over the shortest path to the closest available host. This benefit keeps traffic in a local or regional context and thereby reducing the use of expensive international links. The latter is of particular benefit for developing countries and/or isolated nations. A brief summary of the potential benefits of localized national root service include:

· National infrastructure protection and self-sufficiency. Domain name system resolvers will continue to function in a predictable way even during a loss of international connectivity, since they have access to local root name services; 

· Performance. Resolvers will have a much lower latency (and, often, a less congested) path to a local root name server than to a root name server that must be accessed across international transcontinental links. This improves the average speed of DNS resolution, since recursive queries aimed at the root will get answered more quickly.

· Costs. At a national level, it permits a reduction in router and link resources, as standard IP routing protocols will deliver packets over the shortest path to the closest available host. This benefit keeps traffic in a local or regional context and thereby reducing the user of expensive international links. 

· Resilience. If a denial-of-service attack is launched at the F root name server in some other part of the world, the traffic will land at a different instance of F and hence the local community will not see any effects of the attack. Conversely, a locally originated attack will hit just the local F root node, and leave the rest of the world's F root name service unaffected. This makes the root name server infrastructure as a whole more resilient.

· Emergency Response. An indirect benefit is that in having a distributed set of sinks for attacks traffic makes it easier for the root server operators to identify and isolate the source of an attack. The quicker the source of an attack can be identified, the sooner the attack can be stopped. 

Technical Requirements and Costs 

An anycast server for the root zone must meet the same requirements for physical connectivity, performance, and security that other root servers have. These requirements are spelled out in detail in the Internet Software Consortium Technical Note ISC-TN-2003-1: Hierarchical Anycast for Global Service Distribution.

As a first requirement, the server must be located at an Internet Exchange (IX) point. Since a maximum of one anycast root server will be deployed in any region, it is expected that a major IX or peering point will be chosen. It is critical that peering agreements among the infrastructure providers at the peering point allows transit of the root zone DNS traffic. The requirement for an Internet Exchange with peering agreements is meant to efficiently satisfy the requirement that a root server answers queries from any Internet client.

Second, the physical security of the environment must be sufficient to protect this critical resource. This includes mechanical or electronic locks and positive access control, meaning that the people who have access to the facility are specifically named and control and access is recorded.

Other requirements include fire detection and control systems and a power backup system capable of keeping the systems going for at least 48 hours in case of a power failure. The anycast server must be located on a LAN segment that does not include other hosts that are security risks and that LAN segment must have a firewall or packet filter mechanism to discourage excess traffic or probes.

Local operations staff will be asked to provide onsite physical support but there is no requirement for local operators to provide administrative support. An anycast F root server located in such a facility would be remotely maintained by the Internet Software Consortium, which is responsible for the performance, stability, and security of the system. 

Governments interested in hosting an instance of the F root server will be requested to fund the initial local hardware costs, the travel expenses for a consultant to install hardware and software as well as an ongoing operations fee for ISC maintenance and support of the root server. ISC is a not-for-profit public benefit company. Additional details will be provided on application.

Application and Contacts 

ISC can provide advice concerning technical assistance and/or local expert consulting needs related to this service. 

To apply for the F root server anycasting service, please contact:

F-Root Programme Office 
950 Charter Street
Redwood City, CA 94063
USA 

Phone: +1 650 423 1301
FAX: +1 650 423 1355
Email: f-roots@isc.org
_____________










� See: � HYPERLINK "http://www.isc.org/products/BIND/" ��http://www.isc.org/products/BIND/�. BIND is released as Open Source software under an ISC copyright permitting unrestricted use and distribution. 


� See: � HYPERLINK "http://www.root-servers.org" ��http://www.root-servers.org�. 


� See: � HYPERLINK "http://www.icann.org/general/crada-report-summary-14mar03.htm" ��http://www.icann.org/general/crada-report-summary-14mar03.htm�. 


� See: � HYPERLINK "http://www.ietf.org/rfc/rfc1546.txt" ��http://www.ietf.org/rfc/rfc1546.txt� 


� See: � HYPERLINK "http://www.cisco.com/public/cons/isp/essentials/ip-anycast-cmetz-03.pdf" ��http://www.cisco.com/public/cons/isp/essentials/ip-anycast-cmetz-03.pdf� 


� See: � HYPERLINK "http://www.ietf.org/rfc/rfc3258.txt" ��http://www.ietf.org/rfc/rfc3258.txt� 


� See: � HYPERLINK "http://www.isc.org" ��http://www.isc.org� 


� See: � HYPERLINK "http://www.isc.org/services/public/F-root-server.html" ��http://www.isc.org/services/public/F-root-server.html� 


� See: � HYPERLINK "http://www.apnic.net/services/rootserver/" ��http://www.apnic.net/services/rootserver/� and � HYPERLINK "http://www.apnic.net/mailing-lists/apnic-announce/archive/2003/01/msg00004.html" ��http://www.apnic.net/mailing-lists/apnic-announce/archive/2003/01/msg00004.html�


� See: � HYPERLINK "http://www.ripe.net" ��http://www.ripe.net� 


� See: � HYPERLINK "http://www.ripe.net/ripe/draft-documents/k-root-anycasting.html" ��http://www.ripe.net/ripe/draft-documents/k-root-anycasting.html� 


� For resources on root server analysis, see: � HYPERLINK "http://www.caida.org/projects/dns-analysis/" ��http://www.caida.org/projects/dns-analysis/�. 


� See: � HYPERLINK "http://www.caida.org/projects/dns-analysis/oct02dos.xml" ��http://www.caida.org/projects/dns-analysis/oct02dos.xml� 


� See: �HYPERLINK "http://www.isc.org/tn/isc-tn-2003-1.txt"��http://www.isc.org/tn/isc-tn-2003-1.txt�
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