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Draft new Recommendation ITU-T E.FAST
User Interface for Face-to-Face Speech Translation
considering Human Factors
1. [bookmark: _Toc274586682][bookmark: _Toc415131170]Scope
This draft Recommendation addresses an overview for User Interface for Face-to-Face Speech Translation Service considering Human Factors and Ergonomics. It describes the features, general requirements and functionality of user interface for speech translation in the face-to-face situation. 
It also describes evaluation requirements and methods that will evaluate face-to-face speech translation service on how well the service reflects human factors and ergonomics such as usability point of view. The evaluation requirements and methods also covers accessibility features.
The scope is focused on the features of user interface for usability in terms of Human Factors and Ergonomics of face-to-face speech translation that can be used among the users of many different languages.
[Editor’s NOTE] The scope will be changed to exclude the case where human interpreters are involved. 
[The following 6 comments are from C141]
Comment 2:
In the scope of this draft Recommendation it is said that “This draft Recommendation addresses an overview for User Interface for Face-to-Face Speech Translation Service considering Human Factors and Ergonomics”, but in this draft Recommendation, there is no mention of machine translation or digital or telecommunication. There is no mention of automatic speech recognition either. So it is unclear whether this “face-to-face” translation really comes under the mandate of ITU-T in the first place. 

Comment 3:
More specifically, the phrase “user interface for speech translation in the face-to-face situation” makes no sense unless it is clarified what sort of user-interface is discussed.  As it stands it is unclear why user interface is required in a face-to-face situation, where face-to-face usually implies there is no mediation between the translator and the translatee. Does the face-to-face speech translation service include the human interpretation? The current text of the Scope of this draft Recommendation does not define this. 

Comment 4:
The phrase “human factors and ergonomics such as usability point of view” is not clear in the context of this draft Recommendation.  Does the human factor mean the physical conditions of the translator such as the positioning (standing or seating, distance) or voice quality (loudness of the voice)?  It is very difficult to understand the phrase in the context of a human translator: how can one define the useability of a human translator and not a device?
** We should define human factors
Comment 5:
The last phrase of the Scope, “among the users of many different languages”, seems rather strange, as translation usually is made between at least two different languages.  Are the human factors and ergonomics such a translation affected by the types of languages? In other words, are the human factors and ergonomics of face-to-face translation between, say, a Chinese speaker and a Russian speaker any different from that between, say, an Arabic speaker and a Spanish speaker?

Comment 6
The definition of “face-to-face” in clause 3.2.1  “face-to-face: describes the situation, in which the users are physically in the same location looking at each other does not” does not address the issues raised in the above comments. This definition needs to be modified.
	
Comment 7
ITU-T Rec. F.745 “Functional requirements for network-based speech-to-speech translation services” already has a requirement “USR-001: This service is required to be usable by people who speak different languages, in face-to-face or remote communication scenarios”. What would be the difference between the “translation” in E.FAST and that in F.745?

[TBD]
2. [bookmark: _Toc274586683][bookmark: _Toc415131171]References
The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. 
[ITU-T H.780]	Recommendation ITU-T H.780 (2012), Framework for digital signage services.
[ITU-T H.720]	Recommendation ITU-T H.720 (2008), Overview of IPTV terminal devices and end systems.
[bookmark: _Toc274586684][ITU-T F.745] Functional Requirements for Network-based speech to speech translation services
[ITU-T H.625] Architectural Requirements for Network-based speech translation services
[ISO/IEC JTC1 SC 35 30122] Information technology – Voice commands
3. [bookmark: _Toc415131172]Definitions
1.1 [bookmark: _Toc415131173]3.1	Terms defined elsewhere
This Recommendation uses the following terms defined elsewhere:
3.1.1	application [b-ITU-T Y.101]: A structured set of capabilities, which provide value-added functionality supported by one or more services.
3.1.2	application programming interface (API) [b-ITU-T Y.101]: This is an implementation interface between equipment and a software module and does not have any physical realization as it is internal to the equipment.
3.1.3	content [ITU-T H.780]: A combination of audio, still image, graphic, video, or data.
NOTE 1 – Variety of formats is classified as the "data" (e.g., text, encoded values, multimedia description language introduced by [b-ITU-T H.760])
3.1.4	terminal device (TD) [ITU-T Y.1901]: An end-user device which typically presents and/or processes the content, such as a personal computer, a computer peripheral, a mobile device, a TV set, a monitor, a VoIP terminal or an audio-visual media player.
3.1.5	user agent [b-W3C WebArch]: One type of web agent; a piece of software acting on behalf of a person.
[TBD]
1.2 [bookmark: _Toc274586686][bookmark: _Toc415131174]3.2	Terms defined in this Recommendation
This Recommendation defines the following terms:
[bookmark: _Toc238617661][bookmark: _Toc274586687]3.2.1	face-to-face: describes the situation, in which the users are physically in the same location looking at each other
[Editor’s Note] It is for further study whether this explicit definition is required or not,
[Editor’s NOTE] The term will be changed to exclude the case where human interpreters are involved. 

 [TBD]

4. [bookmark: _Toc415131175]Abbreviations and acronyms
This Recommendation uses the following abbreviations:
	API
	Application programming interface

	CC
	Closed captioning

	CSS
	Cascading style sheet

	DOM
	Document object model

	DS
	Digital signage

	HTML
	Hypertext markup language

	TD
	Terminal device 

	TV
	Television

	
	


5. [bookmark: _Toc274586688][bookmark: _Toc415131176]Conventions
The following conventions are used in this Recommendation:
· The keywords "is required to" indicate a requirement which must be strictly followed and from which no deviation is permitted, if conformance to this Recommendation is to be claimed.
· The keywords "is prohibited from" indicate a requirement which must be strictly followed and from which no deviation is permitted, if conformance to this Recommendation is to be claimed.
· The keywords "is recommended" indicate a requirement which is recommended but which is not absolutely required. Thus, this requirement need not be present to claim conformance.
· The keywords "is not recommended" indicate a requirement which is not recommended but which is not specifically prohibited. Thus, conformance with this Recommendation can still be claimed even if this requirement is present.
· The keywords "can optionally" indicate an optional requirement which is permissible, without implying any sense of being recommended. This term is not intended to imply that the vendor's implementation must provide the option and the feature can be optionally enabled by the network operator/service provider. Rather, it means the vendor may optionally provide the feature and still claim conformance with this Recommendation.
6. [bookmark: _Toc415131177]Introduction 
[bookmark: _Toc415131178][Editor’s Note] Relation between E.FAST and Existing Standards, History will be included in Introduction based on the text in the following. Text should be shorter and concise. Contribution requested, 
[Editor’s Note] the contribution was presented but the text was not reviewed due to time constraints.
[from C144: The speech translation systems have been developed in the direction of improving user’s easiness of using such a speech translation system. The history of speech translation can be thought to go through the three generations: the 1st generation is “Human translation” where human translators are involved between the users with different languages, the 2nd generation is “Automatic speech translation” where the users should learn how to use the translation system before use, and the 3rd generation is Zero-effort speech translation where the user interface is easy to use without learning how to use the system. Figure 1. describes the service flow of face-to-face speech translation in 3rd generation. The detailed features of translation method in each generation are presented in Appendix C.]

One of the greatest barriers to mutual understanding between societies today is the vast number of different languages spoken in the world. The vision stated in ITU-T Recommendation F.745 is that if people of different languages could communicate directly without such a barrier, global human relations could grow closer as mutual understanding progresses, and that one means towards achieving such communication is speech-to-speech translation technology (S2ST). ).

S2ST translates units of speech from one language to another by first identifying speech in the first language, converting it to text data, translating that to its equivalent in the second language and generating spoken output of said equivalent. Recommendation F.745 identified what is necessary to construct an effective S2ST system in the following way: “automatic speech recognition (ASR), machine translation (MT) and text-to-speech synthesis (TTS) must be built for source and target languages by collecting speech and language data, such as audio data, its manual transcriptions, pronunciation lexica for each word, parallel corpora for translation and so on.” 
[C144: Editor’s NOTE: The following paragraph was proposed to be deleted since the contribution was presented and reviewed but no agreement was reached ]

Such a task would be beyond the resources of any individual organization, but becomes possible through international collaboration. This possibility is being achieved through a standardized, network-based system, allowing each to develop pieces that can be combined to a global whole. F.745 defines the service description and the requirements for network-based S2ST technologies consisting of various distributed modules connected together in a network. H.625 describes how to combine those individual S2ST systems and defines architectural requirements for the network-based S2ST system. Following these ITU-T Recommendations, numerous organizations of many different nations and languages have developed mutually interoperable ASR, MT and TTS modules that can connect through this network. Several implementations of this network-based S2ST system have been developed and are increasingly widely used.
It is also important for a new service to consider usability [C144: and easiness to use] when planning, developing, designing and distributing the services. We should consider people with special requirements or without special requirements to ensure that they can gain the same benefits from ICT. One of those special requirements is to help people to overcome language barriers in the globalized environments. [C144: Editor’s NOTE: The following paragraph was proposed to be deleted since the contribution was presented and reviewed but no agreement was reached.]
 It might be resolved by network based S2ST based on ITU-T Recommendations F.745 and H.625, but they still have functional limitations as well as technical ones with regard to user interface of the speech translation service. 
[Editor’s Note] What are these functional limitations? The functional limitations in user interface should be described clearly in this draft Recommendation.
In the generic system functional architecture for network-based S2ST systems described in ITU-T Recommendations F.745 and H.625, there is a pair of MC clients being used as S2ST clients, as indicated in figure 6-1. However, for face to face situations, it is possible for a single S2ST client to be shared among users.
Considerations to make a natural and usable S2ST service possible in face-to-face situation would include [C144: development of User Interface which is easy to use without long time to learn, for example, application of,] , applying users’ characteristics in the system such as emotion, speech style, gender type and other attributes. To reflect those characteristics in the output S2ST, a standardized user interface considering human factors and ergonomics is required to reflect the input and output data and transfer them to the user’s device.
[TBD]



Figure 6-1 – Functional model of a network-based S2ST
[C144: The Figure 6-1 was proposed to be deleted because it is already in the recommendations that were mentioned in the reference section. Editor’s note: the contribution was presented and reviewed but no agreement was reached]

[image: tr2]
Figure 1: Example of Face-to-face Speech Translation 

[Editor’s note] It was proposed to remove this figure because of the lack of explanation during the meeting. A contribution for the explanation is requested and will be given in the future meeting.
[
[image: ]
Figure 1: Service flow of face-to-face speech translation
] 
[C144:] It was proposed to add this figure.
[Editor’s note: the contribution was presented and reviewed but no agreement was reached].
[Amended text of Q4/2 based on C147:


X.	Types of face-to-face speech translation
Editor’s note: this section was agreed to be added but the text was not agreed
[Amended text of Q4/2 based on C147:
The requirements for S2ST user interface in face-to-face situation depend on speech translation types.  At least, the following three features are taken into account:
· [+/-Shared]: single interface is shared among users who involved in dialog or each user uses his/her dedicated interface for dialog,
· [+/-Customizable]:each interface could be customizable by the owner of the interface or intended to be used in common by third-party, and
· [+/-Fixed]:interface is compact and portable for the personal usage or sophisticated one with enough size and functionalities intended to use at receptionist in banks or hotels for examples. 
For example, a device like a Polycom conference system would have the feature set [+Shared,-Customizable,+Fixed].]




7. Requirements 
General requirements for a user interface for face-to-face speech translation are as follows:
[TBD]
[Editor’s NOTE] the Editor proposed to take text from C132 into consideration to amend this part for the next meeting. 









-
7.1	Translation user interface requirements
The following are requirements regarding a user interface for face-to-face speech translation:
[C132: Editor’s NOTE the Editor proposed to take text from C132 into consideration to amend this part for the next meeting.
 






The following are requirements regarding user interface for face-to-face speech translation:
· [TBD]
· [C144: Editor’s note: this contribution was not fully presented and was not reviewed due to time constraints.
· The user interface is recommended to have no restriction on the users to use the translation system. 
Note: The following features will help the user to operate: simple layout, various font sizes, not too deep menu steps, simple options, visibility consideration, etc.
· It is recommended that the user interface provide options to select alternate translation results.
Note: Since the translation results can be often ambiguous, the text results can be provided as multiple outputs and the user can choose the closest meaning to the source speech. Then, the selected output text will be spoken by the speech synthesizer.
· The user interface is recommended to provide options for preferences such as gender, emotion, speech style and other features considered in the futures so that the user can select his preference real-time.
· The user interface is recommended to provide the functionality that reflects the user’s characteristics defined in the user profile.
· ]
[bookmark: _Toc415131179]7.2	Translation user profile requirement
The following are requirements regarding a user interface for face-to-face speech translation:
[C132: Editor’s NOTE the Editor proposed to take text from C132 into consideration to amend this part for the next meeting.]




The following are requirements regarding user profiles for face-to-face speech translation:
· [TBD]]
· [C144: Editor’s note: this contribution was not fully presented and was not reviewed due to time constraints.
· The user profile is recommended to setup easily by the user.
· The user profile is recommended to provide various user’s preferences for the translation system, such as target language preference, gender of the output speech, speed, tone of the output speech and other future features.
· The user profile is recommended to be reflected automatically once it is setup without additional operations required.
· The user profile is recommended to store various user’s characteristics such as user’s first language, gender, other fluent second languages, and so on.
· 
[bookmark: _Toc415131180]7.3	Translation face-to-face communication requirement
The following are requirements regarding a user interface for face-to-face speech translation:
[C132: Editor’s NOTE the Editor proposed to take text from C132 into consideration to amend this part for the next meeting.
–	.
The following are requirements regarding face-to-face communication for speech translation
[TBD]]
[C144: Editor’s note: this contribution was not fully presented and was not reviewed due to time constraints.
· The translation system is recommended to allow the users to start a translation session with less than 3 operations.
· The translation system is recommended to provide the function to allow the users to know that a session is already setup.
Note: Some signal, such as different colors of light can be used to let the users know different sates of the session.
· The translation system is recommended to provide information on the availability of the participants in the conversation to the users.
Note: The translation system may let the user know that some English speakers are around and ready to answer to the user’s question.
· The translation system is recommended to allow the users to start a translation session in 10 seconds.
· The translation system is recommended to allow the users to have a session with multiple users.
· The translation system is recommended to allow the users to have additional participants after the session starts.
· The translation system is recommended to allow the users to have a session with available target users by approaching to them.
]
[bookmark: _Toc415131181]7.4     Human factors and Accessibility requirement
The following are requirements regarding human factors and accessibility for speech translation:
[C132: Editor’s NOTE the Editor proposed to take text from C132 into consideration to amend this part for the next meeting.
 




· [bookmark: _Toc438644415][C144: Editor’s note: this contribution was not fully presented and was not reviewed due to time constraints.
· The translation system is required to provide accessibility features to the users with disabilities and specific needs. 
· The output of the translation system is recommended to be provided in less than 3 seconds..
· The translation system is recommended to provide privacy function that the user can choose to be on or off for security consideration.
· The input from the user is recommended to be possible in a text form as well as a speech form for people with speaking disabilities.
· The translated results are recommended to be provided in a text form as well as speech for people with hearing disabilities.
· The translated results are recommended to be provided also in a simple language for people with mental disabilities.
· The user interface of the translation system is recommended to provide the function to easily change font size, font colors and volume of the speech according to the user’s wish.
· ]


The following are requirements regarding human factors and accessibility for speech translation
[TBD]
[C144: Editor’s note: this contribution was not fully presented and was not reviewed due to time constraints.
[bookmark: _Toc460414441]7.5   Evaluation Requirements
The following are requirements regarding evaluation for speech translation service.
· The evaluation of the face-to-face speech translation (FAST) system is recommended to include measuring task completion rate, which is based on the task completion of the system with the user. The completion rate is to compare the system performance and human performance based on the following criteria: total turns by the system and the user, re-speaking counts because of the simple speech recognition failure, additional utterances owing to the speech recognition failure, and additional utterances owing to the translation failure.
· It is recommended to consider the following reasons when measuring task completion rate: broken sentences, repeated utterances and interjections (filler words) should not count against good performance.
· It is recommended to make a survey for the user on the following features:
· System quality in terms of response speed and stability
· Information quality based on the recognition rate and translation correctness
· User satisfaction
· Usability of the translation system
· Future usage
]

8	Functional components for a user interface for face-to-face translation service
Speech translation functional components are basically composed of devises, server, communication protocol and speech translation interface functional block as follows:
· User Interface functional block: supports various features of User Interface;
· User Profile functional block: supports user profile that describes user’s characteristics to be reflected in the translation output.
· Translation output presentation functional block: supports the presentation types and formats of the translation output such as the option for multiple translation outputs
· Output mode selection functional block: supports the diverse mode selection function for the accessibility characteristics.
[image: ]
Figure 2: Logical functional block diagram
[bookmark: _Toc415131182]Bibliography
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[bookmark: _Toc415131183]

Appendix A
ITU-T F.745 and H.625
Recommendations ITU-T F.745 and H.625 of SG16 are recognized as the pioneer standards for speech-to-speech translation (S2ST), since they have been developed by SG16 at the end of the study period 2009-2012 with the long continuous support from U-STAR,[footnoteRef:1] which is composed of 30 research institutes from 25 countries/regions and ASTAP (Asia-Pacific Telecommunity Standardization Program)[footnoteRef:2] a regional SDO in the Asia-Pacific region. It is also noted that those Recommendations are actively maintained by Q21/16 with the support of ASTAP and U-STAR.  [1:  http://www.ustar-consortium.com/index.html]  [2:  http://www.aptsec.org/APTASTAP] 








[C144: Editor’s note: this contribution was not fully presented and was not reviewed due to time constraints.
[bookmark: _Toc438644417][bookmark: _Toc460414460]Appendix B
Evaluation methods of machine translation from Wiki

BLEU (Bilingual Evaluation Understudy) is an algorithm for evaluating the quality of text which has been machine-translated from one natural language to another. Quality is considered to be the correspondence between a machine's output and that of a human: "the closer a machine translation is to a professional human translation, the better it is" – this is the central idea behind BLEU. BLEU was one of the first metrics to achieve a high correlation with human judgements of quality, and remains one of the most popular automated and inexpensive metrics.

METEOR (Metric for Evaluation of Translation with Explicit ORdering) is a metric for the evaluation of machine translation output. The metric is based on the harmonic mean of unigram precision and recall, with recall weighted higher than precision. It also has several features that are not found in other metrics, such as stemming and synonymy matching, along with the standard exact word matching. The metric was designed to fix some of the problems found in the more popular BLEU metric, and also produce good correlation with human judgement at the sentence or segment level. This differs from the BLEU metric in that BLEU seeks correlation at the corpus level. ]


Appendix C
History of Speech Translation
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Comparison Table of different translation methods

	Speech translation methods
	1st generation
Human translator
	2nd generation
Automatic speech translation
	3rd generation
Zero-effort speech
translation

	Usability
	Depends on 
human translator
	Need to learn 
how to use
Need both hands to use
	Zero-effort
Hands-free
Same as regular
conversation

	System delay
	Long
	Close to real time
	Close to real time

	Translation quality
	Depends on 
human translator
	80 ~ 90 % 
sentence accuracy
	80 ~ 90 % 
sentence accuracy

	Cost
	Expensive
	Cheap
	Cheap

	Privacy
	Bad
	Good
	Good






_________________

End of C144]
_________________
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