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RECOMMENDATION  ITU-R  S.1711-1 

Performance enhancements of transmission control  
protocol over satellite networks 

(Question ITU-R 263-1/4) 

 

(2005-2010) 

 

Scope 

Most of the current IP transmissions use transmission control protocol (TCP) as transport protocol. However 
the TCP protocol presents some shortcomings when used in satellite networks. Therefore various techniques, 
collectively referred to as “TCP performance enhancements”, were developed in order to overcome these 
limitations. This Recommendation provides test results and measurements of a number of such techniques in 
order to get a more accurate view of their effectiveness and appropriateness depending on the type of satellite 
network. 

The ITU Radiocommunication Assembly, 

considering 

a) that satellite systems are being used increasingly for Internet protocol (IP) packet 
transmissions, in particular providing broadband applications directly to users in addition to their 
role as backbone links; 

b) that transmission of IP packets on satellite links requires performance objectives different 
from those contained in Recommendation ITU-T G.826 and Recommendations ITU-R S.1062 and 
ITU-R S.1420; 

c) that the performance of transmission control protocol (TCP) may suffer from degradation 
due to long satellite transmission delay, which affects the quality of service of end-user's 
applications; 

d) that the enhancement of TCP performance is therefore critical in designing satellite links to 
carry IP packets; 

e) that radio frequency resources are not efficiently utilized without implementing any 
performance enhancement of TCP over satellite in some network environments, 

noting 

a) that enhancing the performance of TCP may not be required for low throughput links 
(see § 3.1 of Report ITU-R S.2148), 

recommends 

1 that the reference models, set out in Annex 1 of this Recommendation, should be 
considered as a basis when developing methods to enhance TCP performance over satellite links; 

2 that system designers implementing TCP connections in networks including satellite links 
should assess the appropriateness of a specific TCP performance enhancement method for their 
system based on the results of simulations and measurements as contained in Annex 2; 
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3 that, in order not to affect TCP throughput, satellite links intended to carry such TCP-based 
transmissions should be designed to ensure that the bit-error ratio is better than 10−7 during the 
available time (see § 2 of Annex 2); 

4 that, in order to improve the throughput of TCP-based transmissions over networks 
including satellite links:  

4.1 splitting techniques (whether associated or not to caching) should be implemented when the 
network topology permits it (see § 2, 3 and 5 of Annex 2);  

4.2 the TCP window scale option should be used to set the TCP congestion window to the 
maximum feasible value (see Note 1 and § 4 of Annex 2); 

5 that the following Note 1 should be considered as part of this Recommendation. 

NOTE 1 – Large TCP windows generate burst traffic, which could result in packet losses in 
intermediate routers due to buffer saturation. Buffer saturation can be alleviated by implementing 
larger buffers in the intermediate routers or traffic control at the TCP source (see § 4 of Annex 2). 
In cases where such implementations are not practical, the maximum value of the TCP congestion 
window should be set by taking into account the potential buffer saturation at intermediate routers. 

NOTE 2 – Report ITU-R S.2148 provides background material on some shortcomings of the TCP 
when used in satellite networks as well as an overview of TCP performance enhancements, briefly 
describing them and indicating the areas where they improve the performance of TCP over satellite 
networks. 

NOTE 3 – Section 6 of Annex 2 contains results of measurements performed to assess the 
effectiveness of enhancements of two typical TCP-based applications (file transfer protocol (FTP) 
and hypertext transfer protocol (HTTP)). 
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VSAT   Very small aperture terminal 
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Annex 1 
 

Satellite system reference models 

1 Scope 

This annex presents reference models of networks including a satellite link, to carry IP packets, 
followed by a description of the limitations of TCP over satellite links. 

2 Reference models 

2.1 Point-to-point links 

Figure 1 provides a reference model for a network carrying IP packet transmissions. The network 
consists of a satellite link and associated terrestrial networks between two end-users. The satellite 
link is bidirectional and consists of link AB (from earth station A to earth station B with an 
information bit rate, RAB) and of link BA (from earth station B to earth station A with an 
information bit rate, RBA). The terrestrial networks can employ various data link layer protocols 
(e.g. ATM, frame relay, MPLS). 

FIGURE 1 

Reference model for a point-to-point link including a satellite link 

 

NOTE 1 – The reference model above considers only one satellite hop. Throughout this Recommendation, 
the techniques that segment the TCP connection to improve TCP performance over satellite links are 
described for one satellite hop. However an end-to-end connection may include several satellite hops. In this 
case, such techniques will have to be implemented over each individual satellite link. 

2.2 VSAT networks 

2.2.1 Star topology 

Figure 2 depicts the standard star configuration in which signals from various remote users connect 
to a gateway earth station which in turn connects to terrestrial network. 
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FIGURE 2 

Star topology 

 

 

2.2.2 Mesh topology 

Figure 3 illustrates a mesh configuration whereby any pair of earth stations can be connected 
directly via satellite. 

 

FIGURE 3  

Mesh topology 

 

 

2.3 Broadband access 

Even if not completely similar to VSAT networks, broadband access networks generally use the 
same topologies (i.e. star or mesh). 
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Annex 2 
 

Tests and measured performance of TCP enhancements 

1 Scope 

Annex 2 presents the results of independent tests and measurements conducted to experiment some 
of the TCP performance enhancement methods and provides valuable information for satellite 
system designers. For further details on the various TCP performance enhancement methods, see 
Report ITU-R S.2148.  

2 TCP performance with splitting enhancement 

INTELSAT and KDDI have carried out measurement of TCP performance using segment splitting 
techniques (two-segment splitting and three-segment splitting) to verify the effectiveness of these 
techniques. This section provides the results of these measurements. 

Section 2.1 presents the performance test results of a single TCP connection without any gateway. 
Section 2.2 contains the test results of the two-segment splitting technique. Section 2.3 gives the test 
results of the three-segment splitting technique. 

2.1 Single TCP connection performance tested without any improvement 

2.1.1 Single TCP connection performance testing 

The first set of tests examined the throughput of a single TCP connection. Tests were run with and 
without protocol gateway enhancement for round trip delays of 200 ms, simulating a terrestrial 
WAN connection, and 700 ms, simulating a combined satellite link into the terrestrial backbone. 

2.1.2 TCP without performance enhancement 

The first set of tests was for single TCP connections without performance enhancement. The client 
window size was set to 8 kbytes to match the default settings on Windows 95, Windows 98, 
Windows NT, and many other common operating systems. The terrestrial link RTT delay was set to 
200 ms and the combined satellite/terrestrial link to 700 ms. 

2.1.3 Performance of single TCP connection without performance enhancement 

The maximum throughput without performance enhancement is 320 kbit/s for the terrestrial 
connections and 91 kbit/s for the satellite link (see Fig. 4). These results demonstrate that without 
performance enhancement, the maximum single-connection TCP throughput rate will be 
approximately equal to the window size, 
 

  kbit/s320
ms200

bits8kbytes8 =
=

⋅
RTT

 

 

even if the link rate is increased. 
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FIGURE 4 

Single TCP connection over terrestrial and satellite links without enhancement 
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2.2 Two-segment splitting 

2.2.1 Configuration of satellite networks 

In order to verify the effectiveness of two-segment splitting techniques under various conditions, 
the following tests were conducted: 

TEST-A: Field measurement using a real VSAT system over a satellite link 

TEST-B: Measurement using a satellite link simulator. 

2.2.1.1 TEST-A: Field measurement using a real VSAT system over a satellite link 

The TEST-A measurement was carried out using a DAMA-based satellite IP network with a mesh 
topology employing variable rate SCPC technology. The test consisted of throughput measurement 
of single TCP connection and multiple TCP connection for various link rates, UDP and mixture of 
UDP and TCP connections. The test was conducted using both an asymmetric and a symmetric 
satellite network whose link rates are 384 kbit/s, 1 536 kbit/s and 2 048 kbit/s. 

The test network in TEST-A is shown in Fig. 5. The DAMA satellite network consists of an earth 
station for channel control and four VSAT. Each VSAT is equipped with gateway equipment 
enabled for two-segment splitting technique to enhance the throughput of the forward direction. The 
major specifications of each VSAT are shown in Table 1. Note that there are two types of gateway 
equipment (Type 1 and Type 2) from two different vendors were used in this test. The satellite link 
is designed with link availabilities of 99.9% between VSAT and HUB, and 99.85% between VSAT 
and VSAT. 
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FIGURE 5 

Test network configuration for TEST-A 
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TABLE 1 

Specifications of VSAT earth station 

Earth station Antenna size 
(m) 

SSPA power
(w) 

Maximum Tx rate
(kbit/s) 

Provider of TCP gateway 

Control ES 7.6  N/A N/A N/A 

VSAT-A 1.2 10 384 Type-1 

VSAT-B 1.2 40 1 536 Type-2 

VSAT-C 1.8 40 2 048 Type-2 

VSAT-D 1.8 120 2 048 Type-2 
 

Earth station OS CPU Memory
(Mbit) 

Application 

VSAT-A FreeBSD 4.3 Pentium III 1 GHz 256 Iperf 1.1.1 

VSAT-B FreeBSD 4.3 Pentium III 1 GHz 512 Iperf 1.1.1 

VSAT-C FreeBSD 4.3 Pentium III 1 GHz 256 Iperf 1.1.1 

VSAT-D FreeBSD 4.3 Pentium III 1 GHz 512 Iperf 1.1.1 

NTP server Windows 2000 Pentium III 600 MHz 256  
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The FreeBSD 4.5 operating system is installed on all client PCs, which are then individually 
connected to a NTP server in order to synchronize the timings between PCs. Each VSAT is 
equipped with Iperf 1 software to generate IP packets and measure throughput. 

2.2.1.2 TEST-B: measurement using a satellite link simulator 

The TEST-B: measurement was carried out with a point-to-point configuration using a data link 
simulator which can insert delay and channel errors. The test consisted of throughput measurements 
for 1, 2, 4 and 8 simultaneous TCP connections with various link rates (ranging from 384 kbit/s to 
1 536 kbit/s) simulating various bit error conditions (error-free, 10−8, 10−7, 10−6, 10−5; random 
error/burst error) and 250 ms of satellite delay (for one way). For the purpose of comparison, the 
throughputs were measured with and without the use of gateway equipment.  

The test network is shown in Fig. 6. The network contains the data link simulator to simulate the 
effect of the satellite link conditions in point-to-point networks. The data link simulator uses a serial 
interface, with two routers installed on both sides of the data link simulator to adapt the interface. 
The client PC run the Microsoft Windows 2000 (SP2) operating system, and the server PC runs 
either Microsoft Windows 2000 (SP2) or Linux Version 2.4.7. 

FIGURE 6 

TEST network configuration for TEST-B 
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2.2.2 Tests results 

2.2.2.1 TEST-A 

The four tests were conducted under clear-sky conditions. The test results are presented in the 
following sections: 

– UDP connection (§ 2.2.2.1.1) 

– Single TCP/IP connection (§ 2.2.2.1.2) 

– Multiple TCP/IP connection (§ 2.2.2.1.3) (see Note 1) 

– One TCP session (60% of link rate) and UDP session (40% of link rate) (§ 2.2.2.1.4) 
(see Note 2). 

                                                 

1 Iperf is an application to generate traffic and measure the throughput of IP packet. Iperf version 1.1.1 is a 
free software that can be downloaded at: http://dast.nlanr.net/Projects/Iperf1.1.1/release.html. 

http://dast.nlanr.net/Projects/Iperf1.1.1/release.html
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NOTE 1 – The number of session is four on one PC. Some VSAT could not establish four sessions of 
TCP/IP simultaneously. 

NOTE 2 – The throughput measured in UDP connection test is assumed to be the maximum throughput of 
TCP session. 

The effect of enhancement by the gateway for two-segment splitting technique was duly observed 
through all the tests as throughputs of more than 95% of the maximum throughput were obtained. 

2.2.2.1.1 Results of UDP connection 

 

TABLE 2 

Link rate: 384 kbit/s, average: 360.2 kbit/s (93.8%) (without overhead data) 

 Tx (set the link rate to 384 kbit/s) 

 
VSAT-A 
(kbit/s) 

VSAT-B 
(kbit/s) 

VSAT-C 
(kbit/s) 

VSAT-D 
(kbit/s) 

Rx (384 kbit/s) 

VSAT-A  365 365 365 

VSAT-B 345  365 365 

VSAT-C 346 365  365 

VSAT-D 346 365  365  
 

 

 

TABLE 3 

Link rate: 1 536 kbit/s, average: 1 463 kbit/s (95.2%) (without overhead data) 

 Tx (set the link rate to 1 536 kbit/s) 

 VSAT-A VSAT-B VSAT-C VSAT-D 

Rx (384 kbit/s) VSAT-A   1 463 kbit/s  
 

 

 

TABLE 4 

Link rate: 2 048 kbit/s, average: 1 947.5 kbit/s (95.1%) 

 Tx (set the link rate to 2 048 kbit/s) 

 A (384 kbit/s) B (1 536 kbit/s) C (2 048 kbit/s) D (2 048 kbit/s)

Rx (1 536 kbit/s) VSAT-B   1 946 kbit/s 1 949 kbit/s 
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2.2.2.1.2 Results of single TCP connection 

TABLE 5 

Link rate: 384 kbit/s, average: 349.2 kbit/s (96.9%) (without overhead data) 

 Tx (set the link rate to 384 kbit/s) 

 
VSAT-A 
(kbit/s) 

VSAT-B 
(kbit/s) 

VSAT-C 
(kbit/s) 

VSAT-D 
(kbit/s) 

Rx (384 kbit/s) 

VSAT-A  359.0 359.0 359.0 

VSAT-B 327.8  358.5 358.3 

VSAT-C 328.0 348.3  357.8 

VSAT-D 328.0 358.5 348.3  

Table 5 shows the average over four runs. 
 

 

 

TABLE 6 

Link rate: 1 536 kbit/s, average: 1 397.5 kbit/s (95.5%) (without overhead data) 

 

TX (set the link rate to 1 536 kbit/s) 

VSAT-A  
(384 kbit/s) 

VSAT-B 
(1 536 kbit/s) 

VSAT-C 
(2 048 kbit/s) 

VSAT-D 
(2 048 kbit/s) 

Rx (384 kbit/s) VSAT-A   1 397.5 kbit/s  

Table 6 shows the average over four runs. 
 

 

 

TABLE 7 

Link rate: 2 048 kbit/s, average: 1 890.1 kbit/s (97.1%) (without overhead data) 

 

Tx (set the link rate to 2 048 kbit/s) 

VSAT-A  
(384 kbit/s) 

VSAT-B 
(1 536 kbit/s) 

VSAT-C 
(2 048 kbit/s) 

VSAT-D 
(2 048 kbit/s) 

Rx (1 536 kbit/s) VSAT-B   1 888.3 kbit/s 1 891.8 kbit/s 
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2.2.2.1.3  Results of multiple TCP connection  

TABLE 8 

Link rate: 1 536 kbit/s, average: 1 370.5 kbit/s (95.5%) (without overhead data) 

 

Tx (set the link rate to 1 536 kbit/s) 

VSAT-A  
(384 kbit/s) 

VSAT-B 
(1 536 kbit/s) 

VSAT-C 
(2 048 kbit/s) 

(kbit/s) 

VSAT-D 
(2 048 kbit/s)

(kbit/s) 

Rx 
VSAT-A 
(384 kbit/s) 

  

360 
358 
345 
345 

338 
337 
329 
329 

Total   1 408 1 333 
 

TABLE 9 

Link rate: 2 048 kbit/s, average: 1 910 kbit/s (98.1%) (without overhead data) 

 

Tx (set the link rate to 2 048 kbit/s) 

VSAT-A  
(384 kbit/s) 

VSAT-B 
(1 536 kbit/s) 

VSAT-C 
(2 048 kbit/s) 

(kbit/s) 

VSAT-D 
(2 048 kbit/s)

(kbit/s) 

Rx 
VSAT-B 
(1 536 kbit/s) 

  
759 
597 
562 

680 
565 
657 

Total   1 918 1 902 
 

2.2.2.1.4 Results of combination of UDP and TCP sessions 

TABLE 10 

Combination of one TCP (60%) connection and one UDP (40%) connection 

 

Tx (384 kbit/s) 

VSAT-A  
(384 kbit/s) 

VSAT-B 
(1 536 kbit/s) 

VSAT-C 
(2 048 kbit/s) 

(kbit/s) 

VSAT-D 
(2 048 kbit/s)

(kbit/s) 

Rx VSAT-B   
1 241 

687 
1 102 

841 

Upper row: TCP connection; lower row: UDP connection. 
 

2.2.2.2 TEST-B 

Test results of TEST-B are shown in Figs. 7 to 11. The throughput values in the graph of 1, 2, 8 
TCP sessions are sum of throughputs of all TCP sessions. The effect of enhancement by the 
gateway for two-segment splitting technique was duly observed through all the tests.  
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As can be seen in Figs. 7 and 8, the maximum throughput for one TCP/IP session is limited to 
approximately 200 kbit/s when the gateway is not activated. For instance, in the case of two TCP 
sessions (see Fig. 8), the total throughput (“without TCP GW”) is limited to approximately 
400 kbit/s. On the other hand, in the case of eight TCP sessions (see Fig. 9), the total throughput 
(“without TCP GW”) reaches approximately 1.5 Mbit/s, and no remarkable difference is observed 
between the cases of “without TCP GW” and “with TCP GW”. 

With higher BERs (i.e. BER = 10−6), the effect of enhancement is reduced as shown in Fig. 10. 

FIGURE 7 

Result of one TCP session (BER = 10−8) 
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FIGURE 8 

Result of two TCP sessions (BER = 10−8) 
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FIGURE 9 

Result of eight TCP sessions (BER = 10−8) 
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FIGURE 10 

Results of two TCP sessions (BER = 10−7, 10−6) 
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FIGURE 11 

Results of one TCP session in case of various burst errors 
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2.2.3 Summary 

The results show that the two-segment splitting method can significantly improve TCP throughput 
in the satellite link with a BER of 10−7 or better. The total throughput performance corresponding to 
95% of capacity with 1, 2 and 8 simultaneous TCP connections was achieved in the presence of 
long delay such as satellite network. In addition, it was shown that the two-segment splitting 
technique is suitable for both asymmetric and symmetric satellite networks. 

Segment-splitting techniques allow for an optimized load balancing scheme among connections in a 
satellite segment in order to avoid unwanted degradation of TCP transmission window by the 
congestion avoidance algorithms. This load balancing scheme is possible because the gateway 
equipment acts as an intermediary between the TCP end-users.  

2.3 Three-segment splitting 

2.3.1 Configuration of satellite networks 

The test network is shown in Fig. 12. The network contains two link simulators to simulate the 
effects of both the satellite link conditions and the terrestrial Internet backbone. For testing of only 
the satellite link conditions, the terrestrial link delay simulator and Cisco 7206 router were not 
included in the network. The client machine was connected directly to the Ethernet switch attached 
to the protocol gateway. 

Both the client and server machines are Sun Enterprise 450 (2 × UltraSPARC–II 296 MHz) with 
2 048 Mbytes memory running the Solaris 7 operating system. A client-server application was used 
for the load generator. 
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FIGURE 12 

Test network configuration 
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2.3.2 Test procedures 

The objectives of the tests were to conduct independent testing to investigate the effectiveness of 
protocol gateways under various loading conditions, TCP connection rates and error rates for 
typical satellite link conditions. In addition to simulating satellite conditions, testing also examined 
the effect of Internet congestion on end-to-end throughput with and without the protocol gateway. 

Three types of tests were conducted: 

Test 1: Single TCP connection throughput for various link bandwidths 

These tests were designed to simulate high-speed LAN and Internet-2 applications where high 
speed transfers of large data files are common, comparing the performance with and without the 
protocol gateway. 

Test 2: Multiple TCP connections with fixed per-connection bandwidth 

These tests were designed to examine the performance benefit of the protocol gateway for ISP links 
supporting large numbers of small TCP connections. Tests were run for round trip delays of 200 ms 
to simulate a terrestrial WAN link, and 700 ms to simulate the combination of a 500 ms satellite 
hop from the user to the Internet backbone and 200 ms delay to reach the server. For simplicity, 
delay and bit errors were added at a single point, with the protocol gateways located on either side 
of the link simulator. 

Test 3: Multiple TCP connections with terrestrial packet loss 

The previous testing was extended to more closely examine the effect of delay and error across the 
Internet backbone, independent of the satellite hop. A second link simulator was added to simulate 
the satellite and terrestrial conditions separately. For these tests, the satellite hop was set to a round 
trip delay of 500 ms with no errors, and the backbone link was set to a delay of 200 ms with various 
loss rates. 

2.3.3 Test results 

2.3.3.1 TCP with protocol gateway enhancement 

The next set of tests examined the performance enhancement provided by the protocol gateway for 
a single TCP connection. Figure 13 shows the throughput as a function of the link bandwidth for a 
round trip delay of 200 ms, comparing the measured throughput using the protocol gateway to the 
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theoretical un-enhanced TCP maximum throughput rate. Figure 14 shows test results for a round 
trip delay of 700 ms. 

For both the 200 ms and 700 ms delay cases, the performance using the protocol gateway is clearly 
orders of magnitude better than the theoretical maximum TCP throughput. Even despite a 700 ms 
delay, the protocol gateway allows the connection to take advantage of the full bandwidth available.  

 

FIGURE 13 

Single TCP connection over terrestrial link with protocol gateway enhancement  
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FIGURE 14 

Single TCP connection over satellite link with protocol gateway enhancement 
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2.3.3.2 Multiple TCP connection performance testing 

Rather than a single large TCP connection, ISP servicing home users connecting to the Internet 
support large numbers of small connections on their networks. TCP connection rates are generally 
limited to the speed of the user’s connection to the ISP. The next set of tests was therefore designed 
to examine the performance of TCP with and without protocol gateway enhancement for large 
numbers of TCP connections, with each connection limited to 128 kbit/s. Tests were run for both 
200 ms and 700 ms round trip delays to compare terrestrial and satellite performance. Various bit 
error rates were tested for each condition. 

2.3.3.3 Multiple TCP connections without enhancement 

Figures 15 and 16 show the aggregate throughput between client and server without TCP 
enhancement for multiple 128 kbit/s TCP connections under various bit error rate conditions. With 
a limit of 128 kbit/s per-connection, 350 connections would be required to fill a 45 Mbit/s link. 

Figure 15 shows the aggregate throughput for a terrestrial link. With the 200 ms delay, TCP is able 
to provide aggregate throughput rates near the theoretical maximum except at high bit error rates. 

Figure 16 shows the aggregate throughput for the satellite-based connection. With a 700 ms delay, 
even without errors, TCP is limited to only 31 Mbit/s for 350 connections. At high error rates, TCP 
performance drops off rapidly. 

 

 

FIGURE 15 

Multiple TCP connections over terrestrial link without enhancement 
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FIGURE 16 

Multiple TCP connections over satellite link without enhancement 
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2.3.3.4 Multiple TCP connections with protocol gateway enhancement 

Figures 17 and 18 illustrate the effects of adding the protocol gateway to the network. Figure 17 
shows the aggregate throughput for a delay of 200 ms, while Fig. 18 shows the results for a delay of 
700 ms. 

 

FIGURE 17 

Multiple TCP connections over terrestrial link with protocol gateway enhancement 
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FIGURE 18 

Multiple TCP connections over satellite link with protocol gateway enhancement 
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For both the terrestrial and satellite conditions, the protocol gateway allows the connection to utilize 
the full bandwidth available. For both cases, the performance is essentially identical to the 
theoretical limit for up to 280 connections. 

Compared to § 2.3.3.3, the protocol gateway provides almost 100% improvement in aggregate 
throughput at a packet loss rate of 10% (corresponding to a BER of 1 × 10−5 for 1 500-byte 
packets). For the satellite-based network, the protocol gateway provides a substantial increase in 
aggregate bandwidth at low bit error rates, and at a packet loss rate of 10%, the aggregate 
throughput for 350 connections with the protocol gateway is 33 Mbit/s compared to only 10 Mbit/s 
for enhanced TCP. 

2.3.3.5 Multiple TCP connections with terrestrial data loss 

In considering the performance of Internet users connected via a satellite-based ISP, the connection 
will traverse both the satellite hop and then cross the Internet backbone to reach the server. The 
connection may encounter data loss due to congestion over the Internet backbone. To more 
accurately model conditions that the end user experiences, the next set of tests divided the 
connection into a lossless satellite link with a 500 ms delay, combined with a backbone path of 
200 ms delay and various error rates. In these tests, the protocol gateways are located on either side 
of the satellite link. Standard TCP is used for the portion of the connection over the backbone 
between the server and server-side protocol gateway. 

As shown in Fig. 19, the protocol gateway allows the connection to maintain full speed with almost 
no degradation except at high packet loss rates. Comparing Fig. 19 with Figs. 16 and 18 illustrates 
that the protocol gateway is able to overcome the latency and errors on the satellite link as well as 
the delay and most of the packet loss on the backbone link. 
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FIGURE 19 

Multiple TCP connections over combined satellite-terrestrial link  
with protocol gateway enhancement 
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2.3.4 Summary 

The results of this testing show that protocol gateway/connection splitting devices can improve the 
throughput for carriers with TCP type traffic on satellite links with up to 700 ms in delay. The tests 
also show that the TCP throughput is not affected as long as the link BER is better than 10−7. 

3 Tests and measurements of TCP over satellite using caching and spoofing 

3.1 Introduction 

This section describes test and measurement results considering five cases of satellite Internet and 
one case of terrestrial Internet. The purpose of the test and measurement is to assure the 
effectiveness of the caching and spoofing in a satellite network. As shown in Fig. 20, traditionally 
Internet services via geostationary satellite communication systems have been provided by 
unidirectional satellite link (downlink) to overcome the transmission delay caused by the long 
distance from Earth-to-space and to save the uplink equipment cost, etc. 

Korea Telecom (KT) and the Information & Telecommunication Institute of Hansei University 
(HITRI) have carried out a study of caching and spoofing for bidirectional satellite Internet. The 
spoofing is used to reduce the required time for the link establishment. Caching is used to improve 
the transmission bandwidth efficiency. 
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FIGURE 20 

Unidirectional satellite Internet network configuration 
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3.2 Tests and measurements 

3.2.1 Equipment specifications 

Tables 11 through 13 show the specifications of the system employed for test and measurement. 
Table 1 shows specifications for ground systems, Table 12 for satellite systems and Table 13 for 
VSAT terminals. 

TABLE 11 

Ground system specifications 

Hub earth station 1 station with 9 m antenna  

VSAT terminal station 2 stations with 1.2 m antenna 
IDU/ODU ACQ: 191.0 

PING: 1 686 ms 
PTS: VSAT_141b_uts 

HUB-Internet connection line 45 Mbit/s  
 

TABLE 12 

Satellite system specifications 

Orbit GSO 116° E 

Satellite name Mugunghwa-3 

Transponder 
Bandwidth: 36 MHz. Inbound: 11.040 MHz 
(480 kHz 23 group) Outbound: 24.8 MHz 

Frequency band Ku-band (14 GHz/12 GHz) 

Link bit rate 
Inbound: 128 kbit/s ~ 256 kbit/s  

Outbound: 23.58 Mbit/s 
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TABLE 13 

VSAT terminal specifications 

Clarification Items Specification 

Internet option 

Start page No confirmation 

Space 1 MB 

LAN connection establishment NO 

Security level Normal 

Image dithering Delete 

Smooth screen moving Delete 

Virtual memory 

Minimun 384 MB 

Maximun 768 MB 

Registry size 64 
 

 

3.2.2 Network configurations for tests and measurements 

Four satellite test networks using a star topology and one terrestrial test network have been used. 
Their configurations are shown in Figs. 21 and 22 respectively. The hub station of each satellite test 
network is connected to the Internet using a 45 Mbit/s dedicated line. Four Internet websites have 
been selected for performing measurements:  

A: www.naver.com, portal site 

B: www.google.com, text based site 

C: www.hansei.ac.kr, university site 

D: www.kbstar.co.kr, bank site. 

Figure 21 shows the four satellite test and measurement network configurations:  

– without caching/spoofing: the satellite network is directly connected to the selected 
websites via the hub station; 

– with caching only: the satellite network is connected to the selected websites via a cache 
server located at the hub station; 

– with spoofing only: the satellite network is connected to the selected websites via an IP 
gateway (IPGW) located at the hub station. Spoofing is performed in both the IP gateway 
of the hub station and the indoor unit (IDU) of VSAT terminals; 

– with caching and spoofing: since spoofing is often not effective enough to overcome 
satellite transmission delays and to adequately improve TCP performance over satellite 
networks, it is used in conjunction with caching. The satellite network is connected to the 
selected websites via an IPGW and a cache server. 

As a reference point, the performance of a terrestrial access to the Internet was measured. Figure 22 
shows the configuration of the terrestrial test and measurement network. 

http://www.naver.com/
\bluedfspoolQPUBBRRECSy1-1www.google.com
\bluedfspoolQPUBBRRECSy1-1www.hansei.ac.kr
\bluedfspoolQPUBBRRECSy1-1www.kbstar.co.kr
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FIGURE 21 

Satellite network test configuration  
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FIGURE 22 

Terrestrial Internet test network configuration 
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3.2.3 Test and measurement results 

Test and measurement were performed three times at 20-min intervals gathering 2 × 15 samples 
(15 for each of the measured parameters, i.e. connection time and throughput) in each of the five 
cases described in § 3.2.2. These samples were then averaged and presented in Table 14. 
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TABLE 14 

Comparison of average connection time (s) and average throughput (kbyte/sec) 

Website  

Reference terrestrial 
access 

Satellite access 

Case 1: without caching 
and spoofing 

Case 2: with caching Case 3: with spoofing 
Case 4: with spoofing and 

caching 

Connection 
time (s) 

Throughput 
(kbytes/s) 

Connection 
time (s) 

Throughput 
(kbytes/s) 

Connection 
time (s) 

Throughput 
(kbytes/s) 

Connection 
time (s) 

Throughput 
(kbytes/s) 

Connection 
time (s) 

Throughput 
(kbytes/s) 

A 3.5 110.8 35.7 10.3 44.9 9.7 15.6 24.7 14.1 27.8 

B 1.4 11.9 9.5 2.1 9.8 1.6 5.9 2.9 5.2 3.1 

C 5.9 131.7 56.9 13.1 44.3 13.9 31.1 30.4 14.7 54.3 

D 6.1 99.1 28.4 6.1 22.9 7.7 15.4 10.9 13.0 17.9 

A: www.naver.com, portal site 
B: www.google.com, text based site 
C: www.hansei.ac.kr, university site 
D: www.kbstar.co.kr, bank site. 

 

 

\bluedfspoolQPUBBRRECSy1-1www.naver.com
\bluedfspoolQPUBBRRECSy1-1www.google.com
\bluedfspoolQPUBBRRECSy1-1www.hansei.ac.kr
\bluedfspoolQPUBBRRECSy1-1www.kbstar.co.kr
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3.3 Summary 

For the four websites used in the experiment, spoofing alone improves the performances of TCP/IP 
over satellite networks both in terms of throughput and connection time. On the contrary, in case of 
caching only, the throughput is rather lower and the connection time rather longer for websites A 
(portal, moving-picture-based website) and B (text-based website) than without any performance 
enhancement method.  

When spoofing and caching are applied together to the satellite TCP/IP network, the performance 
for throughput and connection time is improved for all websites (e.g. the throughput at the VSAT 
terminal is increased from 1.5 times (website B) to 4.2 times (website C); connection times are 
reduced from 1.8 times (website B) to 3.9 times (website C)). 

4 TCP performance over a satellite ATM network 

Section 4.1 describes the environment and configurations of experimental network. Section 4.2 
presents the results of TCP throughput when the throughput was measured in pure ATM-based 
satellite network. Section 4.3 discusses the TCP behaviour when broadband ATM-based satellite 
network interconnects with high-speed terrestrial networks such as gigabit Ethernet. Section 4.4 
summarizes the conclusions reached through this experiment. 

4.1 Network configuration 

Figure 23 shows the configurations of Korea-Japan high-speed satellite ATM network. In this joint 
experimentation, the two ground stations with 7 m antenna at ETRI, Korea and 5 m antenna at CRL, 
Japan were installed respectively. The main specifications of the Korea-Japan 155 Mbit/s satellite 
ATM link are as follows: 

– Satellite: Mukungwha-3 

– Frequency band: uplink: 27.5-31 GHz, downlink 17.7-21.2 GHz 

– Maximum TWTA power: 125 W 

– Normal e.i.r.p. (Mukungwha-3): 71 dBW 

– G/T (45° elevation): 32 dB/K (minimum) 

– TC 8-PSK modulation/demodulation 

– Coding: concatenated coding of convolutional code with K = 7, R = 7/8 and RS code 

– Bit rate: 155.52 Mbit/s 

– Allocated bandwidth: 80 MHz two channels. 

The whole network could be divided into two networks – gigabit subnet and OC-3 ATM backbone 
network including GSO satellite link. PC-based routers that have both gigabit and ATM network 
interfaces which interconnect two networks. The experimental network was configured with IPv4 
and IPv6 addresses. The ATM-based satellite network was used for MPEG transmission 
experiment. 

For two types of applications – Internet and real-time video transmission, an ATM-based network 
was built for the experiment. Figures 24 and 25 show the detailed configurations and protocol 
stacks of the experimental network. 
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FIGURE 23 

Network configuration of the Korea-Japan experiments 
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FIGURE 24 

Experimental network configuration 
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FIGURE 25 

Protocol stacks of experimental network interconnected via PC router 

1711-25

PC router
(Linux)

PC router
(Linux)

TPC
receiver
(Linux)

TCP

TCP
sender
(Linux)

IPv6/IPv4
tunneling

IPv6/IPv4
tunneling

IPv6IPv6

IPv6IPv6

TCP

IPv6 IPv6

Ethernet

Gigabit
Ethernet
interface

Gigabit
Ethernet
interface

EthernetEthernet Classical
IPOA

Classical
IPOA

Classical
IPOA

ATM
interface

 

4.2 TCP performance in ATM-based satellite-only network 

The TCP throughput in pure ATM network with 540 ms GSO satellite round trip delay was first 
measured. IPv6/IPv4 tunnelling was used because IPv6 in IP over ATM was not completely 
implemented yet. The protocol stack of IPv6/IPv4 tunnelling over ATM-based satellite network is 
shown in Fig. 26. 

FIGURE 26 

Protocol stack of IPv6/IPv4 tunnelling on ATM 
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The MTU size in IP over ATM is usually 9 180 bytes. MTU size in IPv6/IPv4 tunnelling interface 
is 9 160 bytes because IPv4 header size is 20 bytes. Therefore the MSS is a maximum of 
9 100 bytes (the sizes of IPv6 header and TCP header are 40 and 20 bytes respectively). However 
when TCP scale option is used to enlarge TCP window size in ATM-based satellite network, 
the MSS is reduced by the TCP option bytes. When IP packets are encapsulated into AAL5, the 
maximum theoretical bandwidth can be calculated. The number of bytes of padding necessary is: 
 

  20)48)891002040208((48 =+++++−= MODPAD  
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The pure cell rate of STM-1 is about 149 Mbit/s and the bandwidth of 48 bytes payload in ATM 
cells is about 134.94 Mbit/s. Therefore the theoretical maximum bandwidth of TCP in 
OC-3 network is given by: 
 

  Mbit/s0513394134 ..BWTCP ≅η⋅=  
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Figure 27 shows the TCP throughput with various TCP socket (or window) sizes. When TCP socket 
size was 6 Mbytes, throughputs of 113 Mbit/s using IPv4 and of 106 Mbit/s using IPv6 were 
obtained. The performance was 95% of throughputs without any satellite delay. The TCP 
throughput in a pure ATM network with 540 ms GSO satellite round trip delay was then measured. 

 

FIGURE 27 

TCP throughput of ATM-based satellite network with various TCP window sizes 
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4.3 TCP behaviours in heterogeneous networks including satellite link 

Next the TCP throughput was measured when the source was located on a gigabit subnet and the 
destination located on another gigabit subnet. When the TCP socket size was set to about 6 Mbytes 
in 540 ms satellite delay network, the maximum throughput was only about 2 to 3 Mbit/s. This is 
due to the burstiness of the TCP traffic when large TCP window size is set for good throughput in 
LFNs. When the TCP window size is increased to use full bandwidth of the LFN, the TCP traffic is 
bursty because the physical interface of the sender (i.e. gigabit Ethernet) is faster than the ATM 
backbone. The intermediate router should have large buffer to prevent packet losses. Existing 
routers do not have large enough buffers to allow for large TCP window sizes. Therefore the packet 
loss of the intermediate router degrades the TCP throughput. Figure 28 shows a TCP sequence 
graph of the TCP sender. In the first 8 s, there is a TCP slow start. As the TCP window size 
increases, there are packet losses due to buffer overflow in the intermediate router. There are many 
retransmissions due to these packet losses. TCP restarts the slow start behaviour after long time 
(about 27 s later). This transmission pattern (loss and retransmit) repeats and the overall TCP 
throughput performance becomes poor. 
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FIGURE 28 

TCP sequence graph in the TCP traffic source 
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4.3.1 Simulation of buffer size 

The buffer size of intermediate router can be assessed by calculations and simulation. 
The configuration of simulation model using a network simulator is shown in Fig. 29. For the 
simulation, the maximum available TCP bandwidth in gigabit and ATM networks is set to 
500 Mbit/s and 135 Mbit/s respectively. 

FIGURE 29 

Configuration of simulation model 
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The delay of a gigabit subnet is negligible compared to the GSO satellite delay in the ATM link 
and MSS of the Ethernet which is 1 430 s in IPv6. Therefore the required TCP window size is:  
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(R1 > R2), the rate of TCP acknowledgement is set up by R2 (the lowest link in the end-to-end 
connection). The packet rate in the slow start phase is R1 = 2 × R2 because the TCP sender 
transmits two packets when it receives one ACK. Assuming Wmax is the maximum TCP window 
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where T is the start time of the TCP window during slow start. 
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Therefore the maximum packet size in the queue is:  
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That is, during slow start sender sends twice as much as the number of ACK it received during one 
RTT. The required queue buffer of intermediate node is the half of the maximum TCP window size 
because in first of the RTT router receives as twice the rate as it sends and so it drains the queue in 
the next half of RTT. When the maximum available bandwidth of TCP in gigabit network and ATM 
network are 500 Mbit/s and 135 Mbit/s respectively, theoretically the required buffer size of the 
experimental network is about 3 187 packets. Figures 30 and 31 are the result of simulation using 
network simulator-2. Figure 30 shows TCP sequence, ACK and the number of packets in the 
intermediate queue. Figure 31 shows TCP throughput during first 10 s in sender and receiver. The 
maximum throughput is obtained when TCP buffer size was about 6 374 packets and at that time 
the maximum of intermediate router queue was 2 279 packets. 

 

 

FIGURE 30 

TCP sequence, ACK and buffer size in the intermediate router queue 

1711-30

Time (s)

0 1 2 3 4 5 6 7 8 9 10

P
ac

ke
ts

Output packets
ACK
Buffer size

5 000

10 000

15 000

20 000

25 000

30 000

35 000

40 000

45 000

0

 



 Rec.  ITU-R  S.1711-1 35 

FIGURE 31 

TCP throughputs with various buffer sizes 
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4.3.2 TCP performance with traffic control in TCP sender 

A traffic shaping mechanism called TBF (supported by Linux advanced networking option) was 
then used. TBF regulates the rate of TCP burst traffic. Figure 32 shows the basic parameters for 
TBF queuing discipline. Rate is the rate the bucket refills with tokens – which represents the 
average transmission rate of a traffic flow. The bucket size or burst size is the number of tokens the 
token bucket can store. The limit parameter is the sum of the bucket size and the size of the queue. 
If limit is equal to the bucket size and the queue size is zero, non-conforming packets are dropped. 
Thus the stream is policed. If the limit is greater than the bucket size some non-conforming packets 
are queued.  

FIGURE 32 

Basic parameters for TBF queuing discipline 
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Figure 33 shows the TCP throughput with various TCP socket size when TBF was used in TCP 
sender with 6 Mbytes fixed TCP window size (for comparison, the case where there is no satellite 
delay is also shown). Figure 34 shows the TCP throughput with various token bucket sizes. A token 
bucket of 120-130 kbits results in the best throughput. Above 130 Mbytes of bucket size, there are 
packet losses in the intermediate router due to the burstiness of the TCP traffic. 

FIGURE 33 

TCP throughputs with various TCP socket size when TBF was used in TCP sender 
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FIGURE 34 

TCP throughputs with various token bucket sizes 
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4.4 Summary 

TCP throughput was measured and the TCP internal behaviours in the heterogeneous high-speed 
network including GSO satellite link were analysed. The experiment results are summarized below: 

1 For a maximum TCP throughput of 155 Mbit/s over a satellite network, about 6 Mbytes 
TCP socket size is needed. 

2 When TCP source is on another network media that is faster than ATM-based satellite 
backbone, mechanisms to lessen burst traffic due to large TCP window are needed. Two solutions 
can be considered: large buffer in the intermediate routers or traffic control at the TCP source. For 
large buffer in intermediate routers, the queue buffer size to prevent packet losses due to the burst 
TCP traffic was estimated and verified through simulation. Alternatively, traffic control mechanism 
at the TCP source was considered: a throughput of about 95 Mbit/s (i.e. 95% of the maximum 
throughput without satellite delay) was achieved. 

3 TCP window scale option for large TCP windows is one of the solutions to improve TCP 
performance in the long delay networks that include GSO satellite link. The use of large TCP 
windows in long delay network improves the throughput up to about 90% of theoretical maximum. 
But the large TCP window generates the burst traffic in short time. Especially in the case of the 
heterogeneous network that is composed of different physical media and different link-layer control 
protocols, there are serious packet losses in the intermediate router due to burst traffic. To avoid this 
situation, the network designer should consider possible solutions and verify them through 
experiments. 

5 TCP performance in satellite access networks 

This section presents the results of tests conducted by Star One, a satellite company from Brazil. 
Section 5.1 describes the network architecture used in the tests. Section 5.2 provides the system 
performance measurements using three-segment splitting and includes performance results. 
Section 5.3 draws some conclusions from the measurement results contained in § 5.2.  

5.1 Network architecture and configuration 

5.1.1 Network architecture 

The system architecture encompasses a Hub with a DVB-S stream (outbound) and a proprietary 
reverse link (inbound). The central Hub is connected to an Internet backbone. Figure 35 shows the 
architecture of the system used to obtain the performance data. 

The hub and VSAT local acknowledgements improve TCP performance by eliminating windowing 
limitation. The local acknowledgements eliminate slow start mechanism and improve TCP 
throughput efficiency. The IP headers compression used in this test reduces the system overhead 
and increases efficiency. 
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IGURE 35 

Network architecture 
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5.1.2 Configuration 

5.1.2.1 VSAT and satellite characteristics  

The two geostationary satellites are operating in the range of 14 068 MHz to 14 214 MHz (uplink) 
and 11 774 MHz to 11 919 MHz (downlink).  

Each platform in use has a forward link (outbound) of 48 Mbit/s and 140 return channels (inbound) 
of 76.8 kbit/s.  

This forms three clusters (Cluster 1, Cluster 2 and Cluster 3) using two different satellites 
(satellite A and satellite B) in the 14/11 GHz frequency band with a total of 8 000 VSATs installed 
on the Brazil territory. The RTT considered is 800 ms. 

The cluster characteristics are shown below: 

 Cluster 1 (Satellite A): divided in 3 HSPs with around 1 200 VSATs 

 Cluster 2 (Satellite A): divided in 3 HSPs with around 3 200 VSATs 

 Cluster 3 (Satellite B): divided in 4 HSPs with around 3 600 VSATs 

The VSAT characteristics are shown in Table 15. The various necessary Eb/N0 ratios on the 
outbound link are shown in Table 16.  

 

TABLE 15 

VSAT characteristics 

Clusters in 
use 

Antenna size 
(m) 

SSPA power
(W) 

Maximum 
inbound rate 

(kbit/s) 

Maximum 
outbound rate 

(kbit/s) 

1, 2 and 3 0.96 1 50 320  
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TABLE 16 

Characteristics of the outbound link 

FEC ratios 

DVB-S mode 

Minimal Eb/N0 

(dB) 

1/2 4.5 

2/3 5.0 

3/4 5.5 

5/6 6.0 

7/8 6.4 
 

5.1.2.2 Protocols 

The protocol utilized in the uplink from the Hub to the VSAT (outbound) is a MPEG-2 transport 
stream over DVB-S. The IP packets are encapsulated, multiplexed and modulated in the Hub as 
described in Figs. 36 and 37. 

FIGURE 36 

MPEG over DVB-S 
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FIGURE 37 

MPEG-transport stream 
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The reverse channels (inbound link) are MF-TDMA channels, divided in RA channels and DA 
channels as described in Fig. 38.  

 

FIGURE 38 

Reverse channels 
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5.2 Results of performance measurement 

The measurement of availability was performed in Clusters 1, 2 and 3. The measurement of 
throughput and traffic was only conducted in Clusters 2 and 3. 

5.2.1 Availability 

Table 17 shows the availability of each different cluster and the unavailability of the system caused 
by rain and others atmospheric conditions in each month of 2003.  

5.2.2 Throughput 

Tables 18 and 19 show the average throughput of Clusters 2 and 3 (respectively) and of their 
associated HSP. About 200 measurements per day were performed during each day of 
February 2004.  
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TABLE 17 

Availability of the outbound system 

Month 
Per clusters Total outbound system 

unavailability due to 
rain, scintillation, etc. Cluster 1 Cluster 2 Cluster 3 

January 100.0 99.0 N/A 1.4% 

February 100.0 100.0 N/A 1.1% 

March 99.9 100.0 N/A 0.2% 

April 100.0 100.0 N/A 0.0% 

May 100.0 100.0 99.9 0.0% 

June 100.0 100.0 99.9 0.0% 

July 100.0 100.0 100.0 0.0% 

August 100.0 100.0 100.0 0.0% 

September 100.0 100.0 100.0 0.0% 

October 99.9 99.9 99.9 0.0% 

November 100.0 99.9 100.0 0.1% 

December 100.0 100.0 100.0 0.1% 

Year average 100.0 99.9 100.0 0.2% 
 

TABLE 18 

Average throughput of Cluster 2 

 

Average throughput per day 
(kbit/s) 

Cluster 2 HSP 1 HSP 2 HSP 3 

Average 308.97 310.33 309.02 307.58 

Median 307.66 311.76 309.50 306.63 

Maximum 319.11 317.44 321.36 324.09 

Minimum 302.13 304.03 299.06 298.70 
 

TABLE 19 

Average throughput of Cluster 3 

 

Average throughput per day 
(kbit/s) 

Cluster 3 HSP 1 HSP 2 HSP 3 HSP 4 

Average 253.05 247.09 251.04 266.74 266.74 

Median 253.24 246.87 252.15 266.99 266.99 

Maximum 262.35 256.94 259.45 282.42 282.42 

Minimum 243.98 237.55 241.94 249.46 249.46 
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5.2.3 Traffic 

Tables 20 and 21 show the total inbound traffic of Clusters 2 and 3 (respectively) measured during 
each day in February 2004. 

TABLE 20 

Traffic of Cluster 2 

 

Total traffic per day 
(Gbyte) 

Cluster 2 HSP 1 HSP 2 HSP 3 

Average 6.08 5.72 6.21 6.30 

Median 7.02 6.60 7.00 7.00 

Maximum 7.65 7.57 8.10 7.99 

Minimum 3.56 3.15 3.80 3.51 
 

 

TABLE 21 

Traffic of Cluster 3 

 

Total traffic per day 
(Gbyte) 

Cluster 3 HSP 1 HSP 2 HSP 3 HSP 4 

Average 4.84 5.44 4.58 5.74 3.58 

Median 5.33 6.26 4.65 6.35 3.88 

Maximum 6.33 7.44 6.34 7.54 5.14 

Minimum 2.64 2.79 2.39 2.63 1.89 
 

5.3 Summary 

Tests conducted over VSAT networks designed to provide IP connectivity in Brazil show that 
three-segment splitting as well as IP header compression allows to offer average throughput close to 
the theoretical maximum. This method also guarantees a good stability of the average throughput 
over a month period.  

6 Application protocol measurements (FTP and HTTP) 

ETRI in Korea and CRL in Japan started the Korea-Japan joint high data rate Satellite 
Communication Experiment in 2000. Two typical TCP applications – FTP and HTTP – were tested 
over ATM-based satellite network. The transmission of FTP and HTTP was done via Ka-band 
MUKUNGWHA-3 satellite. 

Section 6.1 describes the network configuration for the experiment. Section 6.2 presents the 
experimental results of the tests conducted with FTP. Section 6.3 briefly introduces HTTP and 
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presents the experimental results of the tests conducted with HTTP. Section 6.4 summarizes the 
conclusions. 

6.1 Satellite ATM network configuration 

Figure 39 shows the configurations of Korea-Japan high-speed satellite ATM network. For this joint 
experiment, two earth stations with 7 m antenna at ETRI, Korea and 5 m antenna at CRL, Japan 
were installed respectively. For main specifications of the Korea-Japan satellite ATM network, 
see § 4.1. 

 

FIGURE 39 

Satellite ATM network configuration 
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The FTP and HTTP server was installed at CRL using a Linux-based PC. The server was directly 
connected to the ATM network. At ETRI, two client PCs were installed using Windows 2000 and 
Linux respectively. They were connected to a PC router that had two network interfaces: ATM and 
gigabit Ethernet. A gigabit subnet and a server were interconnected through the ATM-based 
satellite network. 

For the FTP experiment, NCFTP 3.0 was used as FTP client and WUFTPD 2.6.1 as server. 
WUFTPD enables to set the maximum TCP window size to the value of the operating system. 
NCFTP implements the TCP window scaling option. 

For the HTTP experiment, Apache 1.3.12 was used as a web server running on Linux. The TCP 
window size was set to 10 Mbytes. In order to monitor the internal operation and the performance 
of HTTP 1.0 and HTTP 1.1, two web browsers were used: Netscape 4.77 Linux version for 
HTTP 1.0, W3C’s Webbot 5.2.8 for HTTP 1.1. When web pages were retrieved by the client’s 
request, all transferred packets were captured at the client side using tcpdump and post-processed 
using a tcptrace HTTP module. Five typical web pages were used in the HTTP experiment and 
described in Table 22. 
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TABLE 22 

Details of web pages 

Web page Number of elements Page size 
(bytes) 

China2008 30 212 207 

CRL 21 80 333 

FIFA 33 176 105 

LionKing 16 393 672 

RBLAB 8 72 103 
 

6.2 FTP throughput over OC-3 satellite link 

The goal was to measure the throughput of an FTP connection over an ATM-based satellite link. 
For the ease of comparison, the FTP throughput over a 155 Mbit/s link without satellite delay was 
also measured: a throughput of 118.32 Mbit/s was obtained with a TCP socket size of 64 kbytes 
(i.e. 87.5% of the theoretical throughput). Assuming a file size of about 92.1 Mbytes, the FTP 
throughput changing TCP socket buffer size was measured. Figure 40 shows FTP throughput using 
both a simulated and a real satellite link. 

FIGURE 40 

FTP throughput over a 155 Mbit/s satellite network 
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In the case of FTP, many factors affect the throughput performance such as CPU utilization, disk 
I/O and internal memory allocation for the network drivers and disk drivers. Figures 41 and 42 
show TCP time sequence and TCP congestion window graphs respectively for a TCP socket buffer 
size of 1 Mbyte. For the first 38 s, the file transfer runs normally, afterwards there were some data 
losses requiring retransmissions (since TCP recognizes data losses as due to network congestion). In 
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Fig. 42, TCP congestion mechanism reduces the window size to half. Figure 41 shows another slow 
start after 38 s. As a result the overall throughput is severely degraded. Therefore for the normal 
operation of FTP with large TCP socket buffer, other system parameters and resources such as 
memory allocation for disk I/O and network driver interruption should be configured. 

 

FIGURE 41 

TCP time sequence graph  
(TCP buffer size = 1 Mbyte) 
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FIGURE 42 

TCP congestion window graph  
(TCP buffer size = 1 Mbyte) 
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6.3 HTTP throughput over OC-3 satellite link 

6.3.1 HTTP 1.0 with non-persistent connections 

In HTTP 1.0, to download a complete web page, a separate TCP connection is required to retrieve 
each HTTP objects contained in a web page. Figure 43 shows the interactions between HTTP 1.0 
client and server when a web page includes three objects. The base HTML page is first transferred 
via a TCP connection. Afterwards the TCP connection is closed and three new TCP connections are 
simultaneously established for the parallel download of the linked three objects. This may be 
inefficient as multiple simultaneous TCP connections burden the network. 

FIGURE 43 

HTTP 1.0 – Non-persistent connections 
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6.3.2 HTTP 1.0 with “keep-alive” option 

Some browsers and servers using HTTP 1.0 support the “keep-alive” option to overcome the 
inefficiency described above. This method uses one TCP connection to carry multiple HTTP 
requests. However browsers implementing this option can still establish multiple TCP connections. 
Figure 44 shows the operation of HTTP connection with the “keep-alive” option. The base 
document and one of the three objects are transferred through the first TCP connection. The other 
two objects are then transferred via two new TCP connections. 

FIGURE 44 

HTTP 1.0 – “keep-alive” option 
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6.3.3 HTTP 1.1 without pipelining 

The “keep-alive” extension, a form of persistent connection, was formally defined in HTTP 1.1. 
Persistent connections allow multiple requests. Responses can be contained in a single TCP 
connection and do not require multiple TCP connections. The performance of HTTP with persistent 
connections is improved because it bypasses the multiple slow start phases that would otherwise 
occur. Figure 45 shows the mechanism of HTTP 1.1 with persistent connection. The different 
objects are transferred in series. In the case of a base HTML document and three objects, it only 
takes four RTTs without pipelining.  
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FIGURE 45 

HTTP 1.1 without pipelining 
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6.3.4 HTTP 1.1 with pipelining 

HTTP 1.1 with pipelining allows multiple requests to be sent without waiting for a response. The 
pipelining can be used to avoid many round trip delays and improve performance because it 
eliminates the idle time between consecutive object retrievals. 

Figure 46 shows the interactions between server and client using HTTP 1.1 with pipelining. A base 
document and three objects are transferred through a single TCP connection.  

 

FIGURE 46 

HTTP 1.1 with pipelining 
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6.3.5 Test results 

The main goal was to measure the performance of Web page retrieval over satellite network using 
several HTTP versions. Table 23 summarizes the results of HTTP transfer over the satellite network 
for the five reference web pages. When webbot is used, only one TCP connection was established 
(HTTP 1.1 only needs one TCP connection). When Netscape was used, the number of TCP 
connections that were established corresponds to the number of elements linked to the web page. In 
the case of HTTP 1.0, each TCP connection is independent of the other ones. That is, each TCP 
connection performs slow start and congestion avoidance mechanism. When HTTP 1.0 was used, 
more packets were generated to transfer web page and linked elements. The total response time was 
less than with HTTP 1.1 without pipelining option. This means that, in long delay network, if there 
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is no network congestion, multiple simultaneous TCP connections may be more effective than a 
single one (especially when the size of the elements is small). However there are many negative 
aspects (e.g. burdens to server, network congestion due to more packets) of using multiple 
concurrent connections.  

TABLE 23 

HTTP transfer performance 

Web page Web browser 
Number 
of TCP 

connections

Number of 
packets 

Total 
response 

time 
(s) 

Average 
throughput 

(bit/s) 

China2008 
(30 objects, 
212 207 bytes) 

Netscape 4.77 41 655 14.764 14 373 

Webbot without pipeline 1 306 21.158 10 030 

Webbot with pipeline 1 318 4.363 48 638 

CRL 
(21 objects, 
80 333 bytes) 

Netscape 4.77 22 307 8.642 9 296 

Webbot without pipeline 1 133 13.547 5 930 

Webbot with pipeline 1 137 3.247 24 741 

FIFA 
(33 objects, 
176 105 bytes) 

Netscape 4.77 34 551 13.054 13 491 

Webbot without pipeline 1 282 21.682 8 122 

Webbot with pipeline 1 285 4.328 40 690 

LionKing 
(16 objects, 
393 672 bytes) 

Netscape 4.77 14 660 8.277 47 562 

Webbot without pipeline 1 514 12.529 31 421 

Webbot with pipeline 1 564 4.882 80 637 

RBLAB 
(8 objects, 
72 103 bytes) 

Netscape 4.77 8 166 4.365 16 518 

Webbot without pipeline 1 104 6.540 11 025 

Webbot with pipeline 1 119 3.822 18 865 
 

When the request for a web page is made, the browser issues an HTTP GET command for the base 
HTML document. One RTT later, the base document will be received. Then the browser issues 
further GET commands for each element linked in the base document. With pipelining option of 
HTTP 1.1, these GET commands can be generated as soon as the reference is received by the 
browser without waiting for the current data transfer from the server to be completed. In the case of 
HTTP 1.0, separate TCP connections are established for the transfer of each element.  

Figure 47 shows the sequence of element retrieval request and transfer for RBLAB page 
(seven elements). Item 1 in Figs. 47b) and 47c) represent the time for the entire transfer of the base 
page and linked objects. The other items depict the time for the transfer of each object. Item 2 is the 
first document from the web server at the request of the browser. Its transfer duration is the same 
regardless of HTTP version or options. However the following items have different transfer start 
times and durations depending on HTTP version and options. In the case of HTTP 1.0 (see 
Fig. 47a)), when the base documents are received, the browser requests multiple GET for the 
objects linked to the base page. Therefore a number of TCP connections are established through 
three-way handshaking with a different connection request for each element. When the RBLAB 
page is loaded through HTTP 1.1 with pipelining option, the transfer of the following objects starts 
as soon as the base element is received. Without the pipelining option, the transfer of other objects 
can not start until the transfer of previous objects is completed. HTTP 1.1 establishes only one TCP 
connection hence triggering only one slow start.  
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FIGURE 47 

RBLAB web page and its elements transfer sequence graph 
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When the pipelining option is active, several elements are transferred in the same connection 
appearing as a single bulk transfer. Many experiments show that bulk data transfers have good 
performance in LFN such as with GSO satellite networks. Therefore it seems that HTTP 1.1 with 
the pipelining option provides the best performance. 

6.4 Summary 

The maximum FTP throughput was about 3 Mbit/s with a TCP socket size of 1 Mbytes. With a TCP 
socket size of more than 1 Mbytes, the throughput is degraded. In the case of memory-to-memory 
transfer over satellite channel, the throughput mainly depends on the TCP window size. Increasing 
the TCP buffer size to improve TCP throughput may degrade the FTP performance by affecting 
disk I/O or system memory allocations. 

As a result of several HTTP throughput measurements, it was found that HTTP 1.1 with pipelining 
option provided the best performance.  

7 Conclusions 

The various tests and measurement results presented in this annex provide guidance on the design 
of TCP performance enhancements depending on the satellite network configuration.  

The following results are of particular significance when designing a satellite network:  

– TCP throughput is not affected as long as the satellite link BER is better than 10−7 (see § 2). 

– Splitting techniques can improve the throughput of TCP-based traffic on satellite links 
(see § 2, 3 and 5). 

– Caching only does not provide effective performance enhancement in the case of moving 
picture-based or text-based websites and has in any case to be combined with spoofing 
(see § 3).  

– The use of large TCP windows in satellite links improves the throughput up to about 90% 
of the theoretical maximum. But large TCP windows generate burst traffic, which in turn 
could result in packet losses in intermediate routers due to buffer saturation (see § 4). 

– Implementing traffic control mechanism at the TCP source can result in a throughput of 
about 95% of the throughput that would be achieved without satellite delay (see § 4). 

– Increasing the TCP buffer size improves TCP throughput, but may in turn degrade 
application-layer performance by affecting disk I/O or system memory allocations (see § 6). 

– In networks using satellite links, HTTP 1.1 with pipelining option provides the best 
performance in terms of throughput (see § 6). 
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