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[bookmark: irecnoe]RECOMMENDATION  ITU-R  BT.2154-0
High-level system architecture for immersive video for presentation
on various types of display devices
(Questions ITU-R 140-1/6 and ITU-R 143-2/6)
(2022)
Scope
This Recommendation provides a high-level system architecture for immersive video to be presented on various types of display devices. The architecture consists of video objects, scene description, renderer, and player as a minimum set of components. This Recommendation also identifies information to be transferred between the renderer and player.
Keywords
Immersive video, 6DoF, scene description, volumetric video, device adaptation
The ITU Radiocommunication Assembly,
considering
a)	that immersive video, which enables end users to move around in a video space and watch video omnidirectionally from free viewpoints, provides a new enhanced visual experience;
b)	that immersive video is represented by arranging video objects such as volumetric video, omnidirectional video and two-dimensional video in a three-dimensional space;
c)	that various types of display devices are available for end-users such as head-mounted displays, smartphones and tablets, needing to be considered for presenting immersive video;
d)	that an increasing number of interactive delivery platforms are available for distributing content to audiences;
e)	that servers on networks including cloud and edge with increased computational power will effectively be used for rendering immersive video adapting to different types of display devices with different computing and display capabilities;
f)	that a common architecture for immersive video to be presented on various types of display devices will facilitate the development of immersive video systems and applications,
recognizing
a)	the suite of standards ISO/IEC 23090 – Information technology – Coded representation of immersive media;
b)	Recommendation ITU-R BT.2123 – Video parameter values for advanced immersive audio-visual systems for production and international programme exchange in broadcasting;
c)	Report ITU-R BT.2420 – Collection of usage scenarios of advanced immersive sensory media systems,
recommends
that immersive video systems targeting various types of display devices should be designed according to the high-level system architecture described in the Annex.


[bookmark: _Toc100654060]Annex

High-level system architecture for immersive video 
for presentation on various types of display devices
[bookmark: _Toc97756970][bookmark: _Toc97757241][bookmark: _Toc97816606][bookmark: _Toc98311857][bookmark: _Toc100654061]1	Overview
Figure 1 illustrates an overview of the system architecture for immersive video from composition to presentation on various types of display devices.
Immersive video is composed of scene description and multiple video objects referred from the scene description including volumetric video, which can represent the three-dimensional shape and texture of objects, omnidirectional video surrounding the objects, and two-dimensional video so that users can watch the video from any positions in any directions. Omnidirectional video and 2D video may have their depth information. Scene descriptions provide a time-series three-dimensional representation of immersive video such as position, orientation, and size of each object as well as their spatial and temporal arrangement in three-dimensional space.
FIGURE 1
Overview of immersive video from composition to presentation
[image: Diagram

Description automatically generated]
A renderer constructs a three-dimensional space from various video objects indicated by the scene description and produces video to be viewed from the user’s position and direction. The player of each display device presents the video from the rendered video in a way that best suites the device in accordance with user’s viewing position and direction.
2	High-level system architecture
2.1	Definition
The high-level system architecture depicted in Fig. 2 is defined to present immersive video on various types of display devices.
FIGURE 2
High-level system architecture for immersive video
[image: Diagram
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2.2	Immersive video
The immersive video represents a time-series three-dimensional space and is composed of video objects and scene description.
The video objects include volumetric video that represents the three-dimensional shape and texture of objects, omnidirectional video that surrounds the objects, and two-dimensional (2D) rectangular video. Omnidirectional video and 2D video may be associated with depth information.
The scene description defines a time-series three-dimensional space by referring to the multiple video objects and identifying position, orientation, and the size of each object as well as their spatial and temporal arrangement in three-dimensional space.
The scene description may also include information on the user’s viewing position and viewing direction recommended by the content creator, i.e. recommended viewport, for the presentation on the display device.
2.3	Renderer and player
A renderer constructs a three-dimensional space from various video objects and the scene description. It also produces video to be viewed from the user’s position and direction. 
The player presents the video from the rendered video in a way that best suites the device in accordance with user’s viewing position and direction.
The functions of the renderer and the player should be separated so that the player does not need to process all the information in the three-dimensional space but only has to process a portion that needs to be presented on the device. The separation reduces the data size of the video objects to be processed by the player and processing load of the player, resulting in lighter processing players to be implemented. Even when additional types of video objects are to be introduced in the future, only the renderer needs to be updated to support them without updating the player.
2.4	Information to be transferred between renderer and player
Figure 3 shows the flow of information to be transferred between the renderer and the player.
FIGURE 3
Information to be transferred between renderer and player
[image: Diagram
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1	Before starting the rendering process, the render constructs a three-dimensional space on the basis of the scene description and the video objects, and the player notifies the renderer of the device capability including display resolution, field of view, and frame rate.
2	When a user starts viewing the content, the player notifies the renderer of user’s viewing position and direction, which may change during watching the video, in accordance with the user’s operation.
3	From the three-dimensional space, the renderer produces video including viewport to be presented according to the user’s viewing position and direction notified. The renderer may produce video in a wider range of areas than the viewport to support the rapid movement of the viewing position and direction. In addition, the renderer may produce recommended-viewport video on the basis of the recommended viewport information in the scene description if included.
4	The rendered video is transferred to the player by indicating the rendering position and direction in the three-dimensional space used when the video was produced. A low-latency transport is to be used for transferring the video and the information on rendering position and direction.
5	The player presents the whole or part of the transferred video in accordance with the user’s viewing position and direction.



Attachment 
to the Annex
(informative)

Implementation example of high-level system architecture
1	Overview
This Attachment gives an example system in which the high-level system architecture for immersive video for presentation on various types of display devices defined in the Annex is implemented.
2	Immersive video
2.1	Scene description
The concept of scene description is shown in Fig. 4. As shown in the Figure, when the time instant is 1 second, a sunfish object appears at the location (0.1, −0.9, 0.0) in three-dimensional space. After 2 seconds, when the time instant is 3 seconds, a porcupine fish appears at the location (0.3, −1.0, 0.2). At this time instant, the sunfish object has disappeared. In this way, the scene description specifies the position, orientation and size of the objects in the three-dimensional space at every time instant.
FIGURE 4
Arranging time-series objects in three-dimensional space by utilizing scene description
[image: Diagram

Description automatically generated]
In this example, the extended format of GL Transmission Format (glTF2), which is specified at https://github.com/KhronosGroup/glTF/tree/master/specification/2.0, is used for the scene description. Figure 5 shows an example of the scene description.
FIGURE 5
Example scene description
[image: Text, letter
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2.2	Video object
As the video objects for volumetric video, point cloud streams obtained by compressing point-cloud-format volumetric video with ISO/IEC 23090-5 “Visual Volumetric Video-based Coding and Video-based Point Cloud Compression” are used.
As the omnidirectional video, the video obtained by Equirectangular Projection (ERP)-converted 360-degree video stored in ISO/IEC 23090-2 “Omnidirectional Media Format (OMAF)” is used.
In addition, two-dimensional rectangular video is used for overlay presentation.
3	Implementation of renderer and player
3.1	Implementation of player
Players have been developed for a head-mounted display, a smartphone/tablet, and a conventional TV set, respectively. The player for conventional TV sets does not allow the user to change viewing position and direction. The functional blocks of these devices are depicted in Figs 6 and 7.
FIGURE 6
Functional blocks of the player for head-mounted display and smartphone/tablet
[image: Diagram
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FIGURE 7
Functional blocks of the player for no user operation device assuming TV set
[image: Diagram
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The player uses a Real-Time Streaming Protocol (RTSP, IETF RFC 7826) SETUP method to establish a session with the server and to inform the server of its capabilities including its display resolution, frame rate, field of view, and the available coding method used for compressing the video including the viewport. 
The user’s viewing position and direction are notified to the server in the format of an MPEG Media Transport (MMT, ISO/IEC 23008-1) message. In the case of a head-mounted display, the viewing position and direction are determined in accordance with the user’s own movement, and in the case of a smartphone/tablet, they are determined in accordance with the user’s screen operation.
3.2	Implementation of renderer
A server having a renderer function is developed separately from the player. Different types of players are required in accordance with the device type, but the server is common regardless of the types of players. Figure 8 depicts the functional blocks of the server having a renderer function.
FIGURE 8
Functional blocks of the server having renderer function
[image: Diagram, schematic

Description automatically generated]
The server parses the scene descriptions, decodes the required video objects in real time, and arranges them in the three-dimensional space in accordance with the scene descriptions. Then, from the three-dimensional space, the renderer produces video as a viewport that has a display resolution in accordance with the viewing position and direction notified by the player. Another viewport is produced on the basis of the recommended viewport information included in the scene descriptions for the device where the device capability notification is not performed and viewing position/direction are not changed.
The video including viewport produced by the renderer is compressed with High Efficiency Video Coding (HEVC, ISO/IEC 23008-2 | Rec. ITU-T H.265) as two-dimensional video and transported to the player in an MMT format. At the same time, the rendering parameters used to produce the viewport are transferred to the player in an MMT message format.
4	Presentation on three different types of display devices
4.1	Head-mounted display
As shown in Fig. 9, using a head-mounted display enables users to enjoy watching video in the desired direction from the desired location while freely moving around with a high feeling of immersion. This enables the user to view the objects from not only the front but also the back and side.
FIGURE 9
Viewing with a head-mounted display
[image: Graphical user interface, website
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In the system, the renderer produces the video in accordance with the viewing position and direction of the user as detected by sensors of the head-mounted display, and the player presents the produced video on the head-mounted display. The mechanism for presentation on a head-mounted display is shown in Fig. 10.
FIGURE 10
Mechanism for presentation on head-mounted display
[image: Timeline

Description automatically generated]
4.2	Smartphone
The viewing position and direction can be changed by operations on the smartphone screen, enabling users to view video in their desired direction from their desired location (see Fig. 11).
FIGURE 11
Viewing on smartphone
[image: A person using a touch screen device

Description automatically generated with medium confidence]
Like the case of presenting on head-mounted displays, the renderer produces video to be presented on smartphones on the basis of the scene descriptions. On smartphones, the player presents the video as viewed from the position and direction specified by the screen operations of the user (see Fig. 12).
FIGURE 12
Mechanism for presentation on smartphone
[image: Diagram
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4.3	Television set
Although users cannot change the location and direction of a television set like on head-mounted displays and smartphones, they can still easily enjoy video from the viewing location and direction recommended by the content creator (see Fig. 13).
FIGURE 13
Viewing on television set
[image: A person looking at a computer screen

Description automatically generated with medium confidence]
Even in this case, the renderer produces the video on the basis of the three-dimensional space information specified by the scene descriptions. However, since there are no user operations, information on the viewing position and direction is given by the scene descriptions as recommended viewport information. In accordance with this information, the renderer produces the video to be presented as illustrated in Fig. 14.
FIGURE 14
Mechanism for presentation on no user operation display (TV set)
[image: Diagram
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5	References
Presentation on three-types of devices is available at the following URL: 	
https://www.nhk.or.jp/strl/english/open2021/tenji/3/index.html
Specifications used in the implementation are as follows:
	Recommendation ITU-T H.265 | ISO/IEC 23008-2 (2020): Information technology – High efficiency coding and media delivery in heterogeneous environments – Part 2: High efficiency video coding
	ISO/IEC 23008-1:2017: Information technology – High efficiency coding and media delivery in heterogeneous environments – Part 1: MPEG media transport
	ISO/IEC 23090-2:2021: Information technology – Coded representation of immersive media – Part 2: Omnidirectional media format
	ISO/IEC 23090-5:2021: Information technology – Coded representation of immersive media – Part 5: Visual volumetric video-based coding (V3C) and video-based point cloud compression (V-PCC)
	IETF RFC 7826 (2016): Real-Time Streaming Protocol Version 2.0
	glTF 2.0 Khronos Group, The GL Transmission Format (glTF) 2.0 Specification, available at https://github.com/KhronosGroup/glTF/tree/master/specification/2.0/
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