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Summary 
This report discusses the potential standardisation actions in relation to energy efficiency within data 
centres resulting in recommendations to CENELEC Technical Board. 
The Working Group has finalised its work and recommends to CENELEC Technical Board to disband 
the group. 
 
 
 
Contents 
Summary ............................................................................................................................................................1 
Overview.............................................................................................................................................................2 
Existing activity ...................................................................................................................................................3 
Data centre energy efficiency actions external to CENELEC.............................................................................3 
Data centre energy efficiency actions within CENELEC ....................................................................................3 
Recommendations for further work within ESOs................................................................................................3 



Annexes: 
Annex 1 Document List ...........................................................................................................................7 
Annex 2 Overview: The Green Data Center (V. Bend) ...........................................................................9 
Annex 3 Survey of normative work in CENELEC TC 215: Electrotechnical Aspects of 



Telecommunication Equipment (M. Gilmore) .........................................................................14 
Annex 4 Normative work in ETSI ATTM and ETSI STF 362 (M. Gilmore) ...........................................15 
Annex 5 The Green Grid: Metrics and measurement of Energy Efficiency for Data Centres 



(A. Rouyer)..............................................................................................................................17 
 
 
 
 











                                                                           BTWG 132-3 
FINAL REPORT 



 



2 



Overview 
This first task of the Working Group was to define the term “green” in relation to “data centres” within 
the title applied by the CENELEC Technical Board. It was agreed that the intent of the Technical 
Board was to address “energy efficiency” as opposed to the many other possible interpretations of the 
term “green”. This leads to the term “Energy Efficient Data Centre” (EEDC). 
 
For the term „data centre“ a great number of definitions exist. As an example the Code of Conduct of 
the European Comission states that the term “data centres” includes all buildings, facilities and rooms 
which contain enterprise servers, server communication equipment, cooling equipment and power 
equipment, and provide some form of data service (e.g. large scale mission critical facilities all the 
way down to small server rooms located in office buildings). 
 
A variety of reports have been produced indicating the substantial energy usage attributable to data 
centres. One of the most commonly quoted statistics is that, within Europe, data centre energy 
consumption is expected to rise, unless addressed, from 56 TWh (2007) to 104 TWh (2015). The 
implications of such a growth are clear not least in terms of both cost and availability of power supply. 
 
However, energy efficiency of data centres should not be confused with reductions of energy 
consumption. Energy efficiency is only synonymous with reductions in energy consumption for 
products with defined, unchanging, functions. Data centres are a critical element in the delivery of 
information technology services to society as a whole and are a key part of other social trends 
intended to reduce energy consumption and carbon emissions such as remote working, video-
conferencing, e-medicine and many others. As such the demands on data centres will undoubtedly 
increase and their functions will evolve. 
 
Data centres accommodate a wide range of technologies (including data storage, processing and 
transmission, environmental control and power distribution) each of which is progressing along their 
own technology road-maps – which, in some cases, produce components with reduced energy 
consumption while, in other areas, producing more energy efficient solutions in the face of escalating 
service delivery demands. 
 
A number of actions have been already instituted, both by CENELEC and others (see below), to 
contribute to the restriction of the predicted rise in energy consumption of data centres, by increasing 
their energy efficiency. Their work has already identified a number of key factors: 
• the definition of a data centre is very broad – ranging from small computer rooms serving SME 



organisations (which, with the changes in delivery of telephony services, includes PABX 
equipment) to large premises constructed solely to accommodate the data provision needs of 
multiple organisations and operated by third parties; 



• the purpose of, and the demands for availability of service provision from and within, a data centre 
define and, in some cases, restrict the possible approaches to energy efficiency that may be 
applied. 



 
Set against this background, it is obvious that the application of strategic planning to co-ordinate the 
appropriate use of the different solutions offered across the range of technologies necessary to 
improve energy efficiency is complex. More fundamentally, the feasibility of a single definition of 
energy efficiency in relation to data centres is also subject to considerable debate and it has become 
clear that there is no single Key Performance Indicator (KPI) that can be used to directly compare the 
energy efficiency of different data centres. 
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Existing activity 
Data centre energy efficiency actions external to CENELEC 
CENELEC BTWG 132-2 has reviewed the development and, where completed, outcomes of the work 
in relation to data centre energy efficiency undertaken by the European Commission, standards 
bodies external to CENELEC and recognised international fora. 
 
With regard to general data centre standardisation, ANSI/TIA-942:2005 represented the first activity in 
the field of “telecommunications infrastructure” – providing a number of key definitions but with 
minimal content in relation to energy efficiency. Substantive work is now being undertaken in the USA 
by BICSI to produce a Data Centre standard which builds on and expands the content of ANSI/TIA-
942. 
 
The European Commission DG-JRC has instituted the Code of Conduct on Data Centres which is a 
voluntary scheme targeted at improving the energy efficiency of data centres and which comprises an 
important document concerning best practices. 
 
ETSI has published a series of documents entitled “Broadband Deployment – Energy Efficiency and 
Key Performance Indicators” of which ETSI TS 105174-2-2 specifically addresses operators data 
centres. The Special Task Group responsible for this work was represented in BTWG 132-2. 
 
The primary industry forum is Green GridTM and this group was directly represented in the 
development of the Code of Conduct mentioned above and provided useful input during the 
development of this report. 
 
JTC 1 has identified the energy efficiency of Data Centres as a significant topic in the industry and 
wishes to understand the current state of relevant standardization and to explore a possible role for 
JTC 1 (see document JTC1 N 9686). A Study Group on Energy Efficiency of Data Centers (EEDC) 
has been established to investigate market requirements for standardization, initiate dialogues with 
relevant consortia and to identify possible work items for JTC 1. 
 



Data centre energy efficiency actions within CENELEC 
TC 215 has initiated work on EN 50600 series of standards which addresses facilities and 
infrastructures to support effective operation of telecommunications cabling and equipment within 
data centres.  Amongst other issues, these standards will specify: 
• relevant measurement methods of parameters that may be used to determine energy efficiency; 
• infrastructures necessary to enable the measurement of those parameters. 



Recommendations for further work within ESOs 
All of the above work recognises that there are four primary action groups relevant to improving and 
maintaining energy efficiency within data centres: 
• information technology/network telecommunications equipment and its usage; 
• environmental control; 
• power distribution; 
• physical infrastructure. 
 
It has already been determined that the opportunity for energy efficiency improvements in each of the 
action groups depends upon size, purpose and associated business model applicable to the data 
centre and that in view of the range of possible implementations, it is impossible to define a single 
benchmark against a single key performance indicator (KPI) in order to make an assessment of 
energy efficiency. This leads to a significant number of separate, but linked, standardisation activities 
spread across the ESO arena. 
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Also, against this background, standardisation activity in terms of energy efficiency should act as an 
enabler of solutions and not stifle innovation in any area. 
 
BTWG 132-3 recommends the establishment of a joint CEN-CLC-ETSI group to manage and co-
ordinate European activity based upon a tri-layer philosophy. 
 
Layer 1: requiring CEN-CLC-ETSI to define the responsibilities for standardisation of: 



• KPIs and an algorithm that uses the KPIs to create a figure of merit that reflects the 
purpose and business model operated within the data centre; 



• practices which holistically balance the use of the energy efficient standardised 
products/solutions from Layer 3 with the needs of capabilities of the data centre to 
use them. This document, probably in the form of a TR (or equivalent), could be 
based on ETSI 105174-2-2 together with the “best practices” document that 
supports the EU Code of Conduct (which has already involved the efforts of 
consortia such as Green GridTM and the British Computer Society). High level 
standards recognition of this body of work would be very welcome provided that it 
is provided in a form that allows timely evolution document. 



• these actions could support and simplify the work required on future revisions of 
the Code of Conduct leaving DG JRC to focus on the system of participation. 



 
Within each ESO, the Layers 2 and 3 should be managed by a coordination group reporting its own 
ESO and the CEN-CLC-ETSI coordination group. The work of these layers within each ESO would be 
relevant to their principal interests. For example, the CEN activity would be more likely to address the 
opportunity for reduced energy consumptions offered by consolidation of servers, operating systems 
and ultimately applications. These issues are more related to business/system management than 
specific products. In ETSI, the work already initiated by the work of the STF mentioned above would 
be expected to continue and develop. 
 
Layer 2: within CLC, addresses the facilities and infrastructures of data centres and which 



specifies energy efficiency measurement methods (in support of the KPIs of Layer 1) 
and the installation of tools/systems capable of making and recording those 
measurements.  As reported above, CLC TC 215 is already active in this area acting in 
concert with other committees in the field of power distribution (TC 21X, 22X, 64 etc), 
environmental control (TC 111) and shared utilities. 



 
Layer 3: within CLC, addresses the specification of products and solutions in a wide variety of 



areas including TCs that do not necessarily realise their products are used in data 
centres.  This standardisation promotes energy efficient products and systems while 
allowing the best practices of Layer 1 to balance their use with other business 
demands of data centres. 
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Proposed standardisation activities on EEDC 
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Annex 1 
Documents and Links 
 
The whole documentation of the work of BTWG 132-3 including membership list, MoM and 
meeting documents has been made available on the CENELEC collaboration tool. 
 
Further documents and links are indicated below. 
 
 
Standards 
 
Number Titel Originator 
EN 50174-2 Information technology - Cabling installation -  



Part 2: Installation planning and practices inside 
buildings 



CENELEC TC 215 



EN 50600 series Set of standards in the EN 50600 series 
addressing the facilities and infrastructures to 
support effective installation and operation of 
associated telecommunication equipment within 
data centres (under development) 



CENELEC TC 215 



ETSI EN 300 
019-1-0  



Environmental Engineering (EE); 
Environmental conditions and environmental tests
for telecommunications equipment; 
Part 1-0: Classification of environmental 
conditions; 
Introduction 



ETSI TC EE 



ETSI EN 300 
132 series 



Environmental Engineering (EE); 
Power supply interface at the input to 
telecommunication equipment 



ETSI TC EE 



ETSI TS 105 
174-5-4  



Access, Terminals, Transmission and Multiplexing 
(ATTM); Broadband Deployment - Energy 
Efficiency and Key Performance Indicators; Part 5: 
Customer network infrastructures; Sub-part 4: 
Data centres (customer) 



ETSI TC ATTM 



ETSI TS 105 
174-2-2  



Access, Terminals, Transmission and Multiplexing 
(ATTM); Broadband Deployment - Energy 
Efficiency and Key Performance Indicators; Part 2: 
Network sites; Sub-part 2: Data centres  



ETSI TC ATTM 



 
EU Documents 
 
 Code of Conduct on Data Centres Energy 



Efficiency 
European 
Commission, DG-
JRC 



 Best Practices 
for the EU Code of Conduct on Data Centres 



European 
Commission, DG-
JRC 



 
Literature 
 
ANSI/TIA-942-
2005 



Telecommunications Infrastructure 
Standard for Data Centers 



Telecommunications 
Industry Association 
(TIA) 



 



1 











 BTWG 132-3 
 FINAL REPORT 



2 



Links(*) 
 
EU Code of Conduct for Data Centres  
http://re.jrc.ec.europa.eu/energyefficiency/html/standby_initiative_data_centers.htm 
 
 
 
EU, ICT for Sustainable Growth 
http://ec.europa.eu/information_society/activities/sustainable_growth/index_en.htm 
 
EU, Energy efficiency 
http://ec.europa.eu/energy/efficiency/index_en.htm 
 
U.S. Environmental Protection Agency and the U.S. Department of Energy, Energy Star Data 
Centers Infrastructure Rating Development 
http://www.energystar.gov/index.cfm?c=prod_development.server_efficiency#epa 
 
The Green Grid 
http://www.thegreengrid.org/ 
 
Uptime Institute 
http://www.uptimeinstitute.org/ 
 
Lawrence Berkeley National Laboratory 
http://hightech.lbl.gov/dc-powering/ 
 
 
(*) valid at time of publication 





http://re.jrc.ec.europa.eu/energyefficiency/html/standby_initiative_data_centers.htm


http://ec.europa.eu/information_society/activities/sustainable_growth/index_en.htm


http://ec.europa.eu/energy/efficiency/index_en.htm


http://www.energystar.gov/index.cfm?c=prod_development.server_efficiency#epa


http://www.thegreengrid.org/


http://www.uptimeinstitute.org/


http://hightech.lbl.gov/dc-powering/








Volkmar BendVolkmar Bend
Schnabel AGSchnabel AG



ASHRAE Power TrendsASHRAE Power Trends



Projected Growth in Power and Heat Density Combined ChartProjected Growth in Power and Heat Density Combined Chart



Hot SpotsHot Spots



By 2011, 96% of current data center facilities are projected 
to be at their power and cooling capacity limits
(Source: Emerson Network Power survey of the Data Center Users 
Group, Network Computing, 12.07.06).



Cost of ServersCost of Servers



Return AirCold aisleWarm aisle



Rack Ventilation TilePlenum
CRAC



Higher Loads Higher Loads –– New SolutionsNew Solutions Why Green Data CentersWhy Green Data Centers



Source: IBMSource: IBM
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Why Green Data CentersWhy Green Data Centers



Effects of 10% Improvement in Efficiency:Effects of 10% Improvement in Efficiency:



•• Save 20 billion kWh per year by 2015Save 20 billion kWh per year by 2015



•• Worth US $ 2 billion = annual electricity use in 1.8 million AmeWorth US $ 2 billion = annual electricity use in 1.8 million American rican 
homeshomes



•• Potentially defer need to build 2,300 MW of new generating capacPotentially defer need to build 2,300 MW of new generating capacityity



•• Avoid 3.4 million metric tons of carbon emissions (like taking 6Avoid 3.4 million metric tons of carbon emissions (like taking 675,000 75,000 
cars off the road)cars off the road)



•• Extend life and capacity of existing Data Center infrastructuresExtend life and capacity of existing Data Center infrastructures



Designing GreenDesigning Green



Green data center design attempts to consider and define the wayGreen data center design attempts to consider and define the ways that s that 
initial design decisions will affect equipment and power consumpinitial design decisions will affect equipment and power consumption over tion over 
the life of the data center.the life of the data center.



•• ““A green Data Center is a highA green Data Center is a high--performance facility for the storage, performance facility for the storage, 
management, and dissemination of data in which the mechanical, management, and dissemination of data in which the mechanical, 
lighting, electrical and computer systems are designed for maximlighting, electrical and computer systems are designed for maximum um 
energy efficiency and minimum environmental impact. The construcenergy efficiency and minimum environmental impact. The construction tion 
and operation of a green data center includes advanced technologand operation of a green data center includes advanced technologies ies 
and strategies.and strategies.””



Energy Efficiency and Data CentersEnergy Efficiency and Data Centers



Data center design has traditionally focused on Data center design has traditionally focused on ‘‘uptimeuptime’’ requirements requirements 
and the system redundancy this requires; however, increasing cosand the system redundancy this requires; however, increasing cost of t of 
operations (mainly energy costs) and public environmental conceroperations (mainly energy costs) and public environmental concerns ns 
are beginning to demand more energy efficient design solutions. are beginning to demand more energy efficient design solutions. 
‘‘GreenGreen’’ data center design requires focusing on ways to: data center design requires focusing on ways to: 



•• Increase data center energy efficiencyIncrease data center energy efficiency



•• Minimize data center usage of hazardous materials Minimize data center usage of hazardous materials 



•• Employ alternate energy sourcesEmploy alternate energy sources



Data Center design can force you to make a choice between energyData Center design can force you to make a choice between energy
efficiency and reliability/availabilityefficiency and reliability/availability



Cost SavingsCost Savings



Designing a more energy efficient Data Center can: Designing a more energy efficient Data Center can: 



•• Reduce total cost of ownership over the life of the Data Center.Reduce total cost of ownership over the life of the Data Center.



•• Protect against the potential future costs of government mandateProtect against the potential future costs of government mandated d 
energyenergy--efficiency and environmental requirements.efficiency and environmental requirements.



Electrical Power Usage & Total Cost of OwnershipElectrical Power Usage & Total Cost of Ownership



Despite the fact that power costs often exceed equipment cost ovDespite the fact that power costs often exceed equipment cost over the er the 
life of a data center,  such costs have rarely been a typical delife of a data center,  such costs have rarely been a typical design criteria. sign criteria. 
Factors influencing this include:Factors influencing this include:



•• Electrical usage costs occur later in the life of the data centeElectrical usage costs occur later in the life of the data center and are r and are 
rarely linked to particular initial design decisions.rarely linked to particular initial design decisions.



•• Electrical costs are often viewed as fixed and inevitable.Electrical costs are often viewed as fixed and inevitable.



•• Electrical costs are often not part of the responsibility of theElectrical costs are often not part of the responsibility of the data data 
center operating group.center operating group.



•• The electrical costs of data center are often part of a larger eThe electrical costs of data center are often part of a larger electrical lectrical 
bill that simply lumps the all of a companybill that simply lumps the all of a company’’s electrical costs together.s electrical costs together.



•• Decision makers are not provided sufficient upfront Decision makers are not provided sufficient upfront 
information regarding electrical cost consequences.information regarding electrical cost consequences.



Power Savings & IT Equipment RetirementPower Savings & IT Equipment Retirement



Many data centers employ older servers for archival, testing or Many data centers employ older servers for archival, testing or research research 
purposes, however newer IT equipment has power management functipurposes, however newer IT equipment has power management functions ons 
lacking in older equipment.lacking in older equipment.



•• Older IT equipment (prior to 2004) typically consumed power at aOlder IT equipment (prior to 2004) typically consumed power at a
constant level independent of computational load.constant level independent of computational load.



•• Newer IT equipment can reduce power consumption when Newer IT equipment can reduce power consumption when computacomputa--
tionaltional load is low.load is low.



•• Migrating to newer equipment can often result in power consumptiMigrating to newer equipment can often result in power consumption on 
savings of 20savings of 20--25%.25%.



•• A physical inventory and retirement plan should be in place ensuA physical inventory and retirement plan should be in place ensure re 
equipment power consumption savings.equipment power consumption savings.





d-tt


Textfeld


2





d-tt


Textfeld


BTWG 132-3
FINAL REPORT











Improving EfficiencyImproving Efficiency



There are many steps in terms of technical measures, operating There are many steps in terms of technical measures, operating proceproce--
duresdures and initial design that can help reduce lifetime power usage coand initial design that can help reduce lifetime power usage costs sts 
and improve the air conditioning. These include:and improve the air conditioning. These include:



•• Server VirtualizationServer Virtualization



•• Server Power Management Server Power Management 



•• Equipment Retirement PlanningEquipment Retirement Planning



•• RightRight--sizing Power Systemssizing Power Systems



•• Scalable UPS/Power ArchitecturesScalable UPS/Power Architectures



•• Site selectionSite selection



•• Using Outdoor Air for Cooling (depending on geographical locatioUsing Outdoor Air for Cooling (depending on geographical location)n)



•• Room Lighting Design and ManagementRoom Lighting Design and Management



•• Employing Coordinated Cooling EquipmentEmploying Coordinated Cooling Equipment



•• Improving Floor Vent EfficiencyImproving Floor Vent Efficiency



•• Use of Supplemental CoolingUse of Supplemental Cooling



Server VirtualizationServer Virtualization



TodayToday’’s software platforms allow for multiple applications (and even s software platforms allow for multiple applications (and even 
operating systems) to be operated simultaneously from the same operating systems) to be operated simultaneously from the same 
physical device.  physical device.  



•• The process of decoupling software operations from physical servThe process of decoupling software operations from physical servers ers 
is known as is known as ‘‘server virtualizationserver virtualization’’..



•• The IT load savings from eliminating a just single server runninThe IT load savings from eliminating a just single server running at g at 
.4 kW would be approximately $800 per year. .4 kW would be approximately $800 per year. 



•• In 2002, statistically 80% of servers ran at 5In 2002, statistically 80% of servers ran at 5--15% of their maximum 15% of their maximum 
computational load.computational load.



•• Some states offer tax breaks and incentive payments for companieSome states offer tax breaks and incentive payments for companies s 
to employ energy efficiency projects.to employ energy efficiency projects.



Server Power ManagementServer Power Management



Mission critical facilities are, by their nature, sized for peakMission critical facilities are, by their nature, sized for peak conditions that conditions that 
may rarely exist. In a typical business data center, daily demanmay rarely exist. In a typical business data center, daily demand prod pro--
gressivelygressively increases from about 5 a.m. to 11 a.m. and then begins to drop increases from about 5 a.m. to 11 a.m. and then begins to drop 
again at 5 p.m.  Server power consumption remains relatively higagain at 5 p.m.  Server power consumption remains relatively high even h even 
as server load decreases. as server load decreases. 



•• In idle mode, most servers consume between 70 and 85 % of full In idle mode, most servers consume between 70 and 85 % of full 
operational power. Consequently, a facility operating at just 20operational power. Consequently, a facility operating at just 20 % % 
capacity may use 80 % of the energy as the same facility operaticapacity may use 80 % of the energy as the same facility operating at ng at 
100 % capacity.  100 % capacity.  



•• Server processors have power management features builtServer processors have power management features built--in that can in that can 
reduce power when the processor is idle. Often these features arreduce power when the processor is idle. Often these features are e 
disabled because of concerns regarding response time.disabled because of concerns regarding response time.



•• Automated software control systems can regulate reduced power Automated software control systems can regulate reduced power 
options such that they are only employed during offoptions such that they are only employed during off--peak hours of peak hours of 
operation.operation.



RightRight--SizingSizing



Of all of the techniques available to designers, rightOf all of the techniques available to designers, right--sizing the power sizing the power 
system to the load may have the most impact on electrical consumsystem to the load may have the most impact on electrical consumption. ption. 



•• There are fixed losses in the power/UPS systems that are presentThere are fixed losses in the power/UPS systems that are present
whether the IT load is being served or not whether the IT load is being served or not 



•• These losses are proportional to the overall power rating of theThese losses are proportional to the overall power rating of the systemsystem



•• Additionally, a UPS system runs at highest efficiency when it isAdditionally, a UPS system runs at highest efficiency when it is near its near its 
maximum rated capacity. As load level drops, so does efficiency.maximum rated capacity. As load level drops, so does efficiency.



Modular UPS SystemsModular UPS Systems



One way to achieve One way to achieve ‘‘rightright--sizingsizing’’ while preserving scalability is modular, while preserving scalability is modular, 
‘‘paypay--asas--youyou--gogo’’, UPS architectures.  Recently the use of multiple small , UPS architectures.  Recently the use of multiple small 
UPS modules (10 UPS modules (10 kVAkVA to 50 to 50 kVAkVA) to make up larger UPS systems (from 40 ) to make up larger UPS systems (from 40 
kVAkVA to 1,000 to 1,000 kVAkVA) has become increasingly common.) has become increasingly common.



•• The principle advantages for the modular approach are the abilitThe principle advantages for the modular approach are the ability to y to 
grow capacity and reduce maintenance cost.grow capacity and reduce maintenance cost.



•• As the modules are hot swappable and one module can be replaced As the modules are hot swappable and one module can be replaced 
while the system is maintained.while the system is maintained.



•• Modular systems are also generally designed to accept one more Modular systems are also generally designed to accept one more 
module than is required for their rated capacity, making them module than is required for their rated capacity, making them 
inherently "N+1" capable at lower cost than would be possible wiinherently "N+1" capable at lower cost than would be possible with a th a 
large centralized UPS system.large centralized UPS system.



Greening the Cooling SystemGreening the Cooling System



One way to increase cooling system efficiency and create large eOne way to increase cooling system efficiency and create large energy nergy 
saving is often to raise the target temperature of the CRAC unitsaving is often to raise the target temperature of the CRAC units.s.



•• Studies indicated that the most data centers keep have their CRAStudies indicated that the most data centers keep have their CRAC C 
units set too low. By merely raising the computer room temperatuunits set too low. By merely raising the computer room temperature a re a 
few degrees, they are able to reduce electricity usage by as mucfew degrees, they are able to reduce electricity usage by as much as h as 
10% or 20% annually.10% or 20% annually.



•• Computer intake air needs to be in the 20 Computer intake air needs to be in the 20 –– 26 26 °°C range. There is little C range. There is little 
to be gained in terms of equipment performance/protection and muto be gained in terms of equipment performance/protection and much ch 
efficiency is lost by the attempt to keep the cold aisle air cooefficiency is lost by the attempt to keep the cold aisle air cooler than ler than 
this temperature range. this temperature range. 
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Site selectionSite selection



•• Temperature distribution Temperature distribution 
in London, August 2003in London, August 2003



Air Conditioning EconomizersAir Conditioning Economizers



Another measure to improve cooling efficiency in colder climatesAnother measure to improve cooling efficiency in colder climates is the is the 
employment of alternate methodologies releasing heat into the exemployment of alternate methodologies releasing heat into the external ternal 
environment. environment. 



•• WaterWater--side: Use water cooled by a side: Use water cooled by a ‘‘wet towerwet tower’’ instead of (or in instead of (or in 
addition to) a mechanical chiller.addition to) a mechanical chiller.



•• AirAir--side: Import cool air from the external environment (conditioninside: Import cool air from the external environment (conditioning g 
of air (temperature, humidity) and monitoring for pollutants reqof air (temperature, humidity) and monitoring for pollutants required)uired)



Example for free cooling system



Inefficiency and Air ConditioningInefficiency and Air Conditioning



Air conditioners running with low output temperatures continuousAir conditioners running with low output temperatures continuously ly 
dehumidify the air which must then be redehumidify the air which must then be re--humidified.humidified.



•• Air conditioners set too low can actually create a condition wheAir conditioners set too low can actually create a condition where air re air 
conditioners in the same room will be heating the air at the samconditioners in the same room will be heating the air at the same time e time 
in the attempt to maintain humidity levels.in the attempt to maintain humidity levels.



•• CRACsCRACs are currently available with intelligent communication systems are currently available with intelligent communication systems 
that allow for coordinated cooling.that allow for coordinated cooling.



•• Sensors of the mechanical systems should be recalibrated routineSensors of the mechanical systems should be recalibrated routinely to ly to 
provide accurate information for optimized performance.provide accurate information for optimized performance.



•• An addition measure that helps to improve cooling system efficieAn addition measure that helps to improve cooling system efficiency is ncy is 
the employment of CRAC units with variable speed drives.the employment of CRAC units with variable speed drives.



Lighting & Energy EfficiencyLighting & Energy Efficiency



There are two ways to increase energy efficiency through lightinThere are two ways to increase energy efficiency through lighting g 
considerations:considerations:



•• Use of windows for natural lighting and heating in data center Use of windows for natural lighting and heating in data center 
support spaces.support spaces.



•• The employment of fluorescent lighting and lighting dimmers.The employment of fluorescent lighting and lighting dimmers.



•• Occupancy sensors so that can automatically turn off lights whenOccupancy sensors so that can automatically turn off lights when no no 
one is in the room.one is in the room.



•• Energy efficient light solutions, e.g. Energy efficient light solutions, e.g. ‘‘sun pipes, solar tubessun pipes, solar tubes’’



Supplemental Cooling UnitsSupplemental Cooling Units



When combined with room oriented cooling, supplemental cooling uWhen combined with room oriented cooling, supplemental cooling units nits 
can reduce total cooling costs in high density computer rooms bycan reduce total cooling costs in high density computer rooms by up to up to 
30%. These savings are achieved because they bring cooling close30%. These savings are achieved because they bring cooling closer to r to 
the source of heat, reducing the fan power required to move air the source of heat, reducing the fan power required to move air and and 
because they help to eliminate hot air return from the hot aislebecause they help to eliminate hot air return from the hot aisle..



•• An example for a supplemental cooling system working with a An example for a supplemental cooling system working with a stanstan--
darddard rack/row configuration is shown below, delivering refrigerant track/row configuration is shown below, delivering refrigerant to o 
the ACthe AC--modules through a flexible overhead piping system, which, modules through a flexible overhead piping system, which, 
once installed, allows cooling modules to be easily added or relonce installed, allows cooling modules to be easily added or relocated ocated 
as the environment changes.as the environment changes.



Improving Efficiency through the Raised FloorImproving Efficiency through the Raised Floor



Some vendors offer cooling optimization services by optimizing tSome vendors offer cooling optimization services by optimizing the air he air 
flow and have demonstrated over 25% savings. There are several wflow and have demonstrated over 25% savings. There are several ways ays 
to improve power consumption and cooling through improved raisedto improve power consumption and cooling through improved raised floor floor 
efficiency:efficiency:



•• Number and placement of ventilation floor tiles.Number and placement of ventilation floor tiles.



•• Removing underRemoving under--floor blockages that impede airflow to the cool aisle.floor blockages that impede airflow to the cool aisle.



•• Sealing of all floor tile penetrations not required for air flowSealing of all floor tile penetrations not required for air flow..
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Cooling Optimization / Computational Fluid DynamicsCooling Optimization / Computational Fluid Dynamics



•• A sophisticated method for evaluation and optimization of the teA sophisticated method for evaluation and optimization of the temperature mperature 
distribution in a highdistribution in a high--density Data Center is using Computational Fluid density Data Center is using Computational Fluid 
Dynamics (CFD), a 3Dynamics (CFD), a 3--dimensional visualization of the air flow. In order to dimensional visualization of the air flow. In order to 
justify the initial expenses, a consistent and longjustify the initial expenses, a consistent and long--term ITterm IT--hardware hardware 
management is required.management is required.



Energy Efficiency SummaryEnergy Efficiency Summary



Savings ModeSavings Mode Potential Energy savings per yearPotential Energy savings per year



Air Condition CoordinationAir Condition Coordination 00--10%10%



Raised Floor Air ManagementRaised Floor Air Management 44--16%16%



Energy Efficient Lighting SystemsEnergy Efficient Lighting Systems 11--3%3%



Blanking PanelsBlanking Panels 11--2%2%



RightRight--sizing Power System/UPSsizing Power System/UPS 1010--25%25%



Air & Water Side HVAC Air & Water Side HVAC 
EconomizersEconomizers



44--15%15%



Server VirtualizationServer Virtualization 1010--40%40%



Supplemental CoolingSupplemental Cooling 00--25%25%
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Annex 3 
Survey of normative work in CENELEC TC 215: 
Electrotechnical Aspects of Telecommunication Equipment (M. Gilmore) 
 
TC 215 allocates standardization tasks to three Working Groups 
• TC 215 WG 1: Cabling design 
• TC 215 WG 2: Cabling installation - Quality assurance and installation practices 
• TC 215 WG 3: Facilities and infrastructures 
 
TC 215 WG 3 is developing a set of standards in the EN 50600 series addressing the facilities and 
infrastructures to support effective installation and operation of associated telecommunication equipment 
within data centres as shown in the figure below. 
 



WORKING RELATIONSHIPS BETWEEN EN 50600 STANDARDS



EN 50600-2-1
Building 



construction



EN 50600-2-2
Power 



distribution



EN 50600-2-3
Environmental



 control



EN 50600-2-4
Telecomm’s 



cabling 
infrastructure



Annex A
Risk assessment



EN 50600-2-5
Security 
systems



EN 50600-2-6
Management and 



operational
 information



Annex B
General design



principles



EN 50600-1
General concepts



Annex C
Measurement 



methodologies, 
test procedures 



and report formats



DATA
CENTRE
CLASSIFICATION



• availability



• security



• energy efficiency enablement
 



 
The requirements and recommendations of each of the Part 2 documents will depend on the classification of 
the data centre in terms of availability, security and, most relevantly for CLC BTWG 132-3, the energy 
efficiency objectives.   
 
It is expected that the expertise required to develop these standards will cut across all disciplines in relation 
to energy efficiency and will include the work already underway in TC 215 WG 2 which defines installation 
planning and practices for cabling within data centres contained within an amendment of EN 50174-2:2009.     
 
 
Mike Gilmore 
Convenor CLC TC 215 WG 1 and Secretary CLC TC 215 WG 2 
Convenor ISO/IEC JTC1 SC 25 WG 3 CITG and IPTG 
Leader, ETSI Special Task Force 362 - Energy Efficiency and Broadband Deployment 
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Annex 4 
Normative Work in ETSI ATTM and ETSI STF 362 (M. Gilmore) 
 
 
ETSI ATTM and ETSI STF 362 
 
ETSI ATTM with support from ETSI EE established a Special Task Force (STF) 362 to develop a series of 
documents addressing energy efficiency within the functional elements of broadband deployment.  Two of 
those documents address data centres: 
• ETSI TS 105174-2-2: Broadband Deployment - Energy Efficiency and Key Performance Indicators; Part 



2: Network sites: Part 2-2: Data centres  
• ETSI TS 105174-5-4:Broadband Deployment - Energy Efficiency and Key Performance Indicators; 
• Part 5: Customer premises Part 5-4: Data centres (customer) 
 
The primary document is ETSI TS 105174-2-2 since ETSI TS 105174-5-4 makes repeated and group 
reference to it. 
 
ETSI TS 105174-2-2 prescribes PUE/DCIE as the principal KPI for energy efficiency in data centres whilst 
recognizing the failures of that parameter to be globally useful. 
 
The document defines four groups of business solution options which may be applied to attain reductions of 
energy consumption for a given level of computational output: 
• increasing the energy efficiency of IT infrastructures 
• reducing the energy demand of environmental control systems 
• infrastructure requirements to optimise energy efficiency 
• improvement of energy efficiency of power distribution systems 
 
The document then defines which of the specific options in the above four areas are applicable in existing 
and new data centres before defining requirements for conformance to the TS (together with further 
recommendations).   
 
In many respects, the solutions of ETSI TS 105174-2-2 correlate with those listed in the EU Code of Conduct 
for Data Centre Energy Efficiency.  However, in an number of important areas the content of ETSI TS 
105174-2-2 provides analyses of potential savings that result within the telecommunication operator domain. 
 
ETSI ATTM and the CLC-ETSI Installation and Cabling Coordination Group (ICCG) 
  
ICCG meets to discuss and define areas for standardization which lie in the areas served by both ESOs. 
One conclusion submitted to ICCG by CLC experts highlights the fact that energy efficiency in any area 
cannot be discussed unless the complete set of parameters that create a “global” view of energy usages in 
that area have been defined.  With a piece of equipment this is relatively easy to do with one parameter.  
However, a complex system such as a data centre has many different parametric criteria for a number of 
reasons: 
• the energy efficiency of a data centre for one purpose (e.g. co-location) cannot be compared with the 



energy efficiency of a data centre for another purpose such as an enterprise data centre - in an 
enterprise data centre, where all the equipment and applications are controlled by a single organisation, 
the opportunities for improving energy efficiency are maximised; in a co-location data centre the 
opportunities are restricted based upon the demands and operating practices of the “tenants”; 



• independent of the role of the data centre, there are certainly combinations of parameters that can be 
used in algorithmic form to show improvement of energy efficiency in any given circumstance. 



 
It has been discussed that a five step approach is necessary to developing further standards for energy 
efficiency in data centres: 
Step 1: identify the parameters that need to be measured within a TR; 
Step 2: define the measurement method accurately within an EN (or TS for ETSI); 
Step 3: specify standards that mandate the installation of equipment capable of measuring the required 
parameters using the specified methods within an EN (or TS for ETSI); 
Step 4: define algorithms, where appropriate, that allow the energy efficiency of the data centre to be 
assessed in a fair and non-discriminatory manner within an EN (or TS for ETSI); 
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Step 5: define practices which may be useful in achieving improvements in one or more of the assessment 
parameters within a TR.  
 
 
With regard to data centres TC 215 has begun to address Step 3 within its work on EN 50600 series of 
standards (via TC 215 WG 3). 
 
 
 
Mike Gilmore 
Convenor CLC TC 215 WG 1 and Secretary CLC TC 215 WG 2 
Convenor ISO/IEC JTC1 SC 25 WG 3 CITG and IPTG 
Leader, ETSI Special Task Force 362 - Energy Efficiency and Broadband Deployment 
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Proposal for integration in the draft 



 
Metrics and measurement of Energy Efficiency for Data Centers: 
 
In the field of indicators and standardisation, there are already many actors and texts. 
The figure n°1 shows a map of the different bodies involved in the USA, in Europe and in 
Asia active in the field of “Energy Efficiency for Data Centres” 
 
The convergence USA / Europe / Asia: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A meeting was held in March 2009 in the Washington / USA between the Department of 
Energy, the European commission and the JETI (Japan), with the objective to harmonise at 
the international level the different works on measuring Energy Efficiency in Data Centres. 
 
In March there was also a meeting at the ODCE in Paris that gathered ISO, IEC, ITU, IEA 
and few others standardisation bodies to address these topics and the need to design a global 
standard to measure energy efficiency. 
 
Some works have started at countries level but also at the IEC (TC 215) and ISO ( ISO 
50000) 
 
Among the different available solutions to characterise Data Centres  it is possible to propose 
standardised audits of energy efficiency measuring PUE instantaneously and permanently 
with either daily, weekly, monthly or yearly frequencies.  
This will include: 
 



- Clear and detailed definition of what has to be measured (servers, storage, work 
stations,.. in other words all IT equipments producing a useful work 



- Parameters and measurement protocol 
- Energy efficiency of infrastructure (electrical distribution, cooling, UPS, monitoring 
- Average ratio of use of installations, equipments and seasonality. 
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Measuring methods are of two groups: 
 
As of today the PUE (Power usage effectiveness) is mostly used. It’s been developed by The 
Green Grid. It can be defined as the ratio of the quantity of energy entering into the Data 
Centre on the energy supplying the IT equipment producing a useful work. 
 
The DCiE (Data Centre infrastructure Effectiveness) is also used. It’s the reverse of PUE and 
it’s more commonly understood by the standardization bodies keeping in mind that 
efficiencies are always smaller than 100%. 
  
Some other works are on the way particularly the so called DCP (Data Center Productivity) 
that will define the ratio between the useful work produced by the IT system compared to the 
energy consumed by this IT system to produce this useful work.  Different proxies are under 
investigation in the working groups of The Green Grid consortium. 
 
PUE of installations is in average from 2 to 3 (DCiE from 33% to 50%). The most performing 
Data Centres have PUE from 1.6 to 1.4  (DCiE from 62.5% to 71%). 
 
We sometimes see in brochures or litterature some values of PUE smaller than the above.  
They come from some artificial measurements that also take into account the energy recycled 
in the Data Centres by the means of hot air or hot water or any other use of renewable 
energies.   
 
If it’s still, as of today, difficult to compare one Data Center with an other one, it is possible to 
auto-benchmark one Data Centre and follow energy consumption in implementing and 
measuring some simple indicators. The basic rule is no measurement no improvement. 
 
These Green Grid recommendations are completed by a European Code Of Conduct that 
guide users on the way to improve energy efficiency in Data Centers. It also recommends 
measurement and implementation of best practices. It is signed on a voluntary basis by users 
and manufacturers. However it is more than likely that this might become a European 
directive in the future.  
 
At this stage there is not yet a strong requirement from authorities on carbon footprint of Data 
Centres and embedded products. 
It is obvious that this will come soon.  
 
Definition of Energy Efficiency:  
 
There are two kinds of Energy Efficiency. 



- The Energy Efficiency called passive taking into account the operation of Data 
Centers and recommendind measurement and self assessment 



- The Energy efficiency called active  leading to make proposal on buildings design , 
the recycling of air and water, the use of alternate sources such as heat pompes, wind 
power generation or photo voltaic devices. 



We recommend to focus in a first stage on the passive energy efficiency.i 
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Current works under development:   
 
Given the importance and the complexity of Energy Efficiency for Data Centers, many 
initiatives have been undertaken around the world with the involvement of governments and 
stakeholders to encourage data centers operators and owners to reduce energy consumption in 
a cost-effective manner without hampering the mission-critical functions of data centers. 
Governments are introducing energy saving targets and implementing regulations to ensure 
they are met. 
 
 
 
The JRC and the European commission: 
 
One of them is the Joint Research Center, a directorate of the European Commission , which 
has developed a Code of Conduct for energy efficiency in data centers. It was published for 
application at the end of 2008. The aim is to encourage data center managers and supervisors 
to become involved in energy-saving programs. The objectives are to improve understanding 
of energy demand within data centers, raise awareness and recommend efficient best practices 
and targets.  
 
The CoC will provide a platform to bring together European stakeholders to discuss and agree 
on voluntary action to improve energy efficiency . 
The CoC will we revised on a yearly basis with involvement of a working group made of 
various stakeholders. It’s been admitted that the JRC would harmonize its works with those of 
The Green Grid. The next meeting will take place in fall 2009.   
 
The Green Grid: 
 
About the Green Grid 
 
Founded in February 2007, the Green Grid (TGG) is a non-profit trade organization of IT 
professionals that addresses power and cooling requirements for data centers and the entire 
information technology system. The Green Grid does not endorse any vendor-specific 
products or solutions, but instead provides recommendations on best practices, metrics, and 
technologies designed to improve overall data center efficiency and propagate the best 
energy-efficiency practices in data center operation, construction, and design. 
 
● Among the Green Grid goals: 
- Minimize the power needs of data centers. 
- Maximize the percentage of power coming in that is used for IT computing work. 
- Minimize the amount of power spent on non-IT computing equipment (i.e., power 
conversion, cooling, etc.). 
 
● The Green Grid pursues short-term and long-term objectives to reach these goals. 
- Short-term objectives include definition of metrics and indicators for energy efficiency, 
publication of best-practices white papers and checklists, definition of standard workload and 
deployment models, engagement with other relevant standards organizations and extensive 
engagements with data center operators to define key energy efficiency requirements going 
forward. 
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- Long-term objectives include a power efficiency roadmap for data centers that charts 
relevant technology and practices to a timeline of continuous improvement. 
 
The need for metrics 
Data centers include equipment such as transformers, uninterruptible power supplies (UPS), 
power wiring, fans, air-conditioners, pumps, humidifiers and lighting. Some of these devices, 
such as UPSs and transformers, are connected in series (i.e. they are part of the power path) 
with IT loads, while others, such as lighting and fans, are connected in parallel with IT loads 
because they perform support functions in the data center. Virtually all the electrical power 
supplied to the data center ultimately ends up as heat and many customers are unaware or 
unable to convert all the available power and cooling capacity into effective computing. 
Considering this and the division of responsibilities between IT and facility managers, one of 
the first tasks to improve data center efficiency is to provide data center managers with a 
standard set of metrics to understand the efficiency of their operations. 
This will make it possible to gauge data center energy efficiency (and the components that 
comprise it) and provide a common method of benchmarking. 
As noted in a Green Grid white paper, this approach is rather similar to “miles-per-gallon 
(MPG) comparisons on vehicles which allow the buyer to compare how well a car converts 
fuel (in gallons) into work (in miles)”. It will help data center managers improve the 
performance-per-watt of their IT equipment and take into account the cost of electricity in the 
TCO and purchase decisions. 
But these metric will have to be standardized and broadly accepted. Up to now, without such 
support, many claims concerning data centers are announced but cannot be compared because 
they refer to very different conditions. You can only compare the MPG performance of 
vehicles of the same category and under specified conditions. 
So the metrics should be used for data centers of the same category, i.e. in practice, of the 
same TIER classification of the Uptime Institute adopted in the ANSI 942 TIA standard. 
Global metrics DCiE (or PUE) 
For energy efficiency performance measurements, the Green Grid recommends two related 
metrics that have recently been introduced in the industry, Power Usage Effectiveness (PUE) 
and Data Center Infrastructure Efficiency (DCiE), illustrated in Fig. 11. 
 



 
 
DCi
E  
 
The Total Facility Power is defined as the power measured at the utility meter — the power 
dedicated solely to the data center (this distinction is important in mixed-use buildings that 
house data centers as one of a number of functions). The IT Equipment Power is defined as 
the power consumed by equipment that is used to manage, process, store or route data within 
the compute space. 
It is important to understand the components for the loads in the metrics, which can be 
described as follows: 
● IT Equipment Power: 
This includes the load associated with all of the IT equipment, i.e. computers, storage and 
network equipment, along with supplemental equipment i.e. KVM switches, monitors, and 
workstations/laptops used to monitor or otherwise control the data center. 
● Total Facility Power: 
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This includes all the above IT Equipment power plus everything that supports the IT 
equipment load such as: 
- Power delivery components i.e. UPS, switch gear, generators, PDUs, batteries and 
distribution losses external to the IT equipment 
- Cooling system components i.e. chillers, computer room air conditioning units (CRAC’s), 
direct expansion air handler (DX) units, pumps, and cooling towers 
- Other miscellaneous component loads such as data center lighting 
The Green Grid and the JRC in its CoC also recommend the use of DCiE, as being more 
representative of efficiency. If all the energy in the data center were used by IT equipment, 
DCiE would be 100%. 
Note than DCiE (and PUE) can be represented using both power and energy. When calculated 
using power, the result is an instantaneous value of DCiE (or PUE). Calculation using energy 
produces an average DCiE (or PUE) over time.  
 
 



A B



 
Fig. 11. Global metrics of energy efficiency (source: “The Green Grid”). 
 
Surveys of existing data centers show that common DCiE values range from 33% to 40% 
(PUE values of 2.5 to 3), in other words, the electrical power used by data processing 
equipment represents only 35% to 40% of the power consumed by the site. The consumption 
breakdown (Fig. 12) shows the large percentage represented by power distribution and 
cooling equipment. 
 



 
Fig. 12. Typical consumption of a data center (source: Dell). 
 
To reach the goals set by the EPA report and the JRC (see section 1.4), these figures must be 
improved. A data center certification program will be promoted to reward data centers with a 
DCiE above 50%, while 66% is, under present usual conditions, considered optimum. 





d-tt


Textfeld


5





d-tt


Textfeld


BTWG 132-3
FINAL REPORT











 
Measurement of DCiE (or PUE) 
 
“You can only improve something you can measure”. Measuring DCiE is a necessity to 
improve overall data center efficiency. 
It supposes metering with the use of adequate meters placed in the correct locations and can 
present some difficulties. 
A mixed-use building may house any number of functions, such as data center(s), labs, offices, 
etc. For these types of mixed-use environments, determining the power usage of the data 
center alone is difficult, particularly when the utility power grid enters the building through a 
single entrance point and is then distributed to various building locations. 
In addition, the latest cooling technologies integrate cooling elements within the IT equipment 
itself, thus blurring the lines between what has traditionally been a clear delineation between 
facility equipment and IT equipment. 
As part of the effort to promote efficiency improvements in data centers, TGG will provide 
clearer distinctions between facility and IT equipment and recommend power consumption 
measuring techniques throughout the data center, as well as for the equipment itself. 
● Obtaining required data 
There are two fundamentally different methods for obtaining data necessary to make the 
DCiE calculation. One can either estimate the power by using available information on the 
equipment or one can measure the actual power consumption of the required components. 
● Estimating power consumption 
Power consumption for the various components can be obtained using estimates such as 
efficiency curves and estimated load conditions. TGG proposes this method during design and 
planning stages for future data centers. It does not recommend this approach for operational 
data centers and strongly recommends one of the following approaches. 
● Measuring power consumption 
The TGG recommended approach is to measure actual power consumption. TGG recognizes 
that obtaining actual measurements is not a trivial task, especially in existing data centers that 
do not have adequate instrumentation. The minimum required measurement data would 
consist of two measurements, one being total facility power (Point A in Fig. 11) and IT 
equipment power (Point B in Fig. 11). Although this would be adequate to calculate DCiE, 
TGG believes that more data would be necessary to assess areas for potential improvements. 
● Power metering requirements 
Most important to measuring power use of equipment is a suitable watt meter that reports the 
“true” power, via the simultaneous measurement of the input voltage, current and power 
factor (note that kVA, the product of voltage and current alone is not an accurate 
representation of the power used). Many watt meters also have the capability to report energy 
usage (kWatt hours or Joules). 
Requirements for power metering will concern the following items.  
- Accuracy is specified in terms of percent error in the measurement. It is recommended that 
meters used have at least a ±2% accuracy. 
- Resolution is the term used for number of significant digits that carry meaning contributing 
to the accuracy. An acceptable meter resolution for level one measurements is 0.05% of full 
scale. 
- The crest factor of an AC current waveform is equal to the ratio of the peak current to the 
RMS current. Normally a full range rating of 3 is sufficient, though lighter loading of single 
equipment meters may require crest factors in the range of 6 to 8. 
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- Bandwidth is a measure of the meter's capability to handle measurements that contain high 
frequency harmonics created by the power converters in the data center equipment (both IT 
and infrastructure). A minimum bandwidth of 3 kHz is recommended. 
Other considerations for power metering include choices impacting the ease of installation 
and of data collection. Automatic Meter Reading (AMR) or Remote Meter Reading (RMR) 
allow users to have the equipment communicate the measurements and not have someone 
physically read a display or download a data file. AMR or RMR may be “smart” meters 
incorporating additional functions to report data in greater detail, such as power quality, 
outages and the ability to communicate data and alerts over a network. Smart meters will be 
needed to automate the measurement and calculation of DCiE. 
 
Indicator tools 
As established earlier, there is a need to understand and compare data centers in more than 
one dimension. TGG has worked on a tool to help visualize the state of a data center quickly 
and concisely, and be flexible as more operational indicators emerge or become easier to 
measure. In addition, the goal is to show these indicators in multiple dimensions within the 
data center. Some of the possible key indicators are outlined below. 
● DCiE: This metric has already been discussed. 
● Userver: This is “server utilization” and measures activity of the processor relative to 
its maximum ability in the highest frequency state. 
● UDC: This is “data center utilization” and measures the amount of power drawn by the 
IT equipment relative to the actual capacity of the data center. 
● Ustorage. This is “storage utilization” and measures the percentage of storage used 
relative to the overall storage capacity within the data center. 
● Unetwork. This is “network utilization” and measures the percentage of bandwidth 
used relative to the bandwidth capacity in the data center. 
This list is not comprehensive, but is a good first start. New indicators will emerge that data 
center owners will start tracking, so a flexible tool that can easily adopt new indicators will be 
necessary. 
All of the above indicators have values from 0 to 100% where 100% is the theoretical 
maximum. While reaching 100% is ideal, it may not necessarily be the right answer for 
businesses. For example, there may be some businesses that decide that 80% server utilization 
is their target to ensure software reliability or some companies that decide the target data 
center utilization should not be above 91% so that there is a 10% margin. 
To show the level of utilization a data center has in terms of productivity, TGG recommends 
that these indicators be plotted on a radial graph, for example similar to the graph in Fig.13. It 
is understood that all end users may not have all of the data available and radial graphs with 
fewer legs can be shown as illustrated in Fig. 14. 
 



 
Fig. 13. Radial graph with five indicators. 
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Fig. 14. Radial graph with three indicators. 
 
3. – Next steps 
 
3.1 New metrics  
 
Data Center Productivity (DCP) 
The above tools allow significant improvement in energy efficiency monitoring and 
management . 
 
For the long term, TGG is working on metrics to define data center productivity. This is the 
next step after DCiE, as it goes beyond comparisons based only on electrical energy. 
Though closely related, efficiency and productivity correspond to different aims. 
● Efficiency focuses on reducing costs by eliminating unnecessary expenditures of resources 
required to produce a work output. 
● Productivity, while not ignoring this aspect, focuses on increasing the amount of useful 
work produced for a given expenditure of resources. When applied to a data center, 
productivity is the quantity of useful information processing done relative to the amount of 
some resource consumed in producing the work. 
Power-performance benchmarks provide a way of comparing the power efficiency of IT 
equipment for a given workload and are very useful in the equipment selection phase of a data 
center lifecycle. Optimizing productivity addresses the operational phase of the data center 
life cycle. A productivity metric must quantify the useful work that a piece or set of 
equipment actually produces related to the amount of resources it consumes. Concerning 
energy, the metric should quantify the useful work that the data center performs per kWh of 
energy it consumes. 
A Data Center energy Productivity metric (DCeP) can therefore be defined: 
 



 
 
Data center productivity is much more difficult to determine than efficiency, but it is a key 
strategic focus for the industry. As quoted in a Green Grid Paper, “this calculation defines the 
data center as a black box – power goes into the box, heat comes out, data goes into and out of 
the black box, and a net amount of useful work is done by the black box”. 
The EPA and Standard Performance Evaluation Corporation (SPEC) are doing similar work 
at the server level. The SPEC working group may produce a standard on the performance of a 
system and the EPA provides a process by which to measure power consumed by the server. 
Defining Useful Work for IT equipment must take into account several non-obvious factors. 
 
● Not all tasks that a data center performs have equal value to the end user or the business 
interests of the owner of the data center. 
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● In regard to a Service Level Agreement [SLA], tasks may have different values over a 
window of time. For some tasks, the value can depend on the time required to run to 
completion, while other tasks have a constant value up to some absolute time deadline. When 
the deadline passes, the value drops, perhaps to zero. 
● Each data center operator will have a different opinion on the value of each of the various 
tasks run during a given period of time. 
Finally, the metric should “give credit” only for work that is useful to the end customer. 
 
Component Efficiency Standards 
 
The Green Grid will also work with the industry to define energy efficiency guidelines for all 
of the components in the data center. Such components include the following: 
● Uninterruptible power supplies (UPS) 
● Switchgear 
● Chillers 
● Computer room air conditioners (CRACs) 
● Direct expansion (DX) units 
● Pumps 
● Cooling tower 
● Generators 
● Distribution losses external to the racks 
● Power distribution units (PDUs) 
● Batteries 
● Lighting 
● Servers 
● Storage 
This will introduce a new family of metrics related to various components, although some 
measures of efficiency already exist (e.g. UPSs, where manufacturers have already signed a 
Code of Conduct (CoC) specific to the profession). 
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CEN-CENELEC-ETSI CLC/DG1279/MTG 
 September 2010 
 
 
 
 



Coordination session on Mandate M/462 
 



 
Agenda item 7: CEN-CENELEC-ETSI to agree on Mode of Cooperation 
 
 



I. ETSI proposal for joint working with CEN and CENELEC 
 
The principles hereafter were proposed by ETSI at the level of the Joint Presidents Group. 
 



 
 











 



 
 
 



II. CENELEC forwarded the following views to the Joint Presidents Group 
 
For the sake of the record, the following CEN-CENELEC comments were expressed at Joitn 
Presidents Group level: 
 
Proposed arrangements for joint working between CEN, CENELEC and ETSI 
CEN – CENELEC comments on ETSI proposal 
 











 
1. General: 
 
CEN and CENELEC thank ETSI for the proposal formulated through N 1034 for setting out 
arrangements associated with those cases where joint standardization work between the ESO is 
required. 
 
It is however to be highlighted that the kernel of the problem encountered associated with needs for 
joint standardization work lies within the difference between CEN & CENELEC and ETSI in terms of 
(a) constituency (membership), (b) rules and procedures and (c) copyright aspects. 
 
 
2. Joint CEN & CENELEC work: 
 
CEN and CENELEC, working through national representation (NSB/NC), having the same internal 
regulations and sharing the same copyright policy have recently optimized the principles for joint 
standardization work. In particular the implementation of Modes of Cooperation 4 & 5 has been ironed 
out. 



• Mode 4 is used where one single organization has the lead and the other participates where 
there is an interest in the work 



• Mode 5 – the real joint work – has been optimized i.e. whenever there is joint development, 
the leading organization is identified at the start. This organization has the full responsibility 
for handling all procedural aspects but the deliverable bears both logos and the copyright is 
shared by the CEN & CENELEC membership 



 
3. Joint work with ETSI: 
 



• Mode 4 is appropriately used in most cases 
• Mode 5: Experience from several cases in the past between CENELEC and ETSI induced the 



need of being inventive. The solution found in such cases corresponds essentially to the ETSI 
proposal contained in N 1034. It is however to be noted that for such cases the residual 
problem consisted in each case of the provision of joint ESO copyright where, based on their 
business model, ETSI standards offers the resulting deliverables for free. 



 
 



III. Outcome: The Joint Presidents Group decided to refer the discussion thereon to the ESS 
WG Internal Regulations. 
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September 2010



Coordination meeting on M/462 "Standardisation mandate addressed to CEN, CENELEC and ETSI in the field of ICT to enable efficient energy use in fixed and mobile information and communication networks”



 2010-09-17 (Brussels)


I. Participants: (see annex)


II. Objective of the meeting:


To agree on a way forward regarding the activities to be undertaken and the necessary coordination to be ensured by the ESOs as a result of the acceptance of Commission mandate M/462 "Standardisation mandate addressed to CEN, CENELEC and ETSI in the field of ICT to enable efficient energy use in fixed and mobile information and communication networks”.


III. Conclusions:



The participants agreed to the setting-up of a joint CEN/CLC/ETSI coordination group composed of relevant CEN, CENELEC and ETSI Technical Bodies and with participation of those organizations mentioned in M/462 (in essence through their existing liaison with ETSI) to deal with M/462 Phase 1. 


The coordination group should work by consensus. The secretariat will be ensured by ETSI and the Chairman will be appointed by the group during the first meeting. The participants underlined the fact that, given especially the need for clarification of the extent of the mandate, the participation of the Commission to this group would be more than welcomed.  



Duplication of work shall be avoided i.e. the coordination group should refer to the work of existing technical bodies/groups whenever possible.



It is recommended that the coordination group should, in a first instance, evaluate the need to set up priorities when preparing the reply to M/462 Phase 1. The following topics were mentioned as priority areas: methods of measurement (metrology), impact assessment, indicators & matrix.


The following planning was agreed:


· In accordance with the terms of the mandate, the ESO will inform the Commission on the arrangements made for the execution of M/462 (essentially the report of the present meeting).


· The ESO coordination group will prepare (within 10 months, as stipulated in the mandate) the deliverable for M/462 Phase 1. This document would not be a formal deliverable of the ESOs, but a consensus based joint CEN/CLC/ETSI report, that will not be submitted to any voting procedure. This report will however only be formalised if and when approved by all 3 ESO at the level of their (Technical) Board.
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ETSI Board decision  



related to Mandate M/462 "Standardisation mandate addressed to CEN, 
CENELEC and ETSI in the field of ICT to enable efficient energy use in fixed and 



mobile information and communication networks” 
 
 
 
ETSI Board decision on M462: 2010-06-18 
 
ESTI Board 
 



• Confirmed the formal acceptance by ETSI of EC/EFTA Mandate M/462: 
Standardisation mandate to the ESOs to enable efficient energy use in fixed and 
mobile information and communication networks, as given in [ETSI/B78(10)33]  during 
ETSI Board meeting #78 on 17-18 June 2010 in Sophia Antipolis. 
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1. Mandate M/462 to enable efficient energy use in 
communication networks



2. ICT standardisation work programme, domains related 
to energy efficiency











1. Mandate M/462



Mandate M/462 in the ICT field to 
enable efficient energy use in fixed 



and mobile information and 
communication networks











Goal of mandate M/462



• Problem:
 ICTs = 2 % of total carbon emissions (will increase x3 by 2020)



 Telecommunication networks = 24 % of the ICT emissions



• Action:
 Standardisation to enable efficient energy use in fixed and 



mobile information and communication networks











Focus and exclusions



• Focus on:



 ICT networks



 Both fixed and mobile networks



 Large provider infrastructures



• Excluded: 



 End-use equipment (already covered: Ecodesign 



Directive, Energy Star)











Requirements to ESOs



• Phase 1 (until 2011)



 analyse economic and political context



 identify role of ICT standardisation



 identify ongoing std activities (all levels)



 identify gaps in ICT standardisation work



 establish a standardisation work programme to fill the gaps



• Phase 2 (until 2014)



 standardisation activities



 reporting to the Commission











Calendar



• 13 April: Positive opinion by 98/34 Committee



• 4 May: Mandate M/462 sent to ESOs



• 8 September: Acceptance by ESOs



• December 2010: report with arrangements for the execution



• July 2011: conclusions of phase 1 + work programme of phase 2



• Regularly: the standards proposed in the work programme



• Annually: progress reports to the Commission



• 2014: evaluation report on the results achieved











2. ICT standardisation



work programme



WP domains concerning energy 



efficiency and sustainable growth











The “new” ICT standardisation WP



• List of domains where ICT standardisation is welcome 
(in addition to mandates)



• Rolling work programme (three years validity)



• Proposals can be sent at any time



• The work programme will be reviewed (annually)











Domains related to energy efficiency



• Domain 8: ICT for sustainable growth



 Support to mandate M/462



 Support to Task Force Smart Grids



• Domain 3: Intelligent transport



 Electric vehicles: interoperability and smart 



charging











Thank you for your attention



• ICT Standardisation unit web site



http://ec.europa.eu/enterprise/ict/index_en.htm



• Contact



European Commission



Enterprise and Industry Directorate-General



Directorate: Industrial Innovation and Mobility Industries



Unit D3: ICT for Competitiveness & Industrial Innovation



B-1049 Brussels



fax: +32 2 296 70 19



E-mail: entr-ict-for-comp-and-innovation@ec.europa.eu
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Green actor of infrastructure & transmission standardisation



Std Branch of GeSI, EE IOCG supports sustainable and efficient IStd Branch of GeSI, EE IOCG supports sustainable and efficient ICT & TelecomsCT & Telecoms



Vendors Group



Policy Group



EE IOCG Board



GeSI Board



GeSI-EE IOCG Std Branch



Technical Group



Climate 
Change 
Working 
Group











Environmental  responsibility 
policies 



Energy cost continuously growing, 
specific taxes included



Deployment of broadband fixed & mobile 
networks



 



(e.g. NGN), growing of energy 
consumption



Fragmented actions



 



on energy efficiency 
among different Standardisation 



Bodies/Forums



Share critical issues



 



among the 
operators members and agree on 
common solutions



Define high level strategic actions



 



towards 
Standardisation and suppliers 



(network /user side)



Define high level analysis



 



(evaluation 
of energy trends and KPI definitions)
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Broadband fixed & mobile 
deployed networks, growing 
of energy consumption



Energy Efficiency among 
operational networking



Environmental  Responsibility  & 
Additional Costs growing



Measure of energy 
consumption



Monitoring of Energy 
Efficiency



Carbon & Energy translator 
tools



Simple 
KPIs



Global 
KPIs



Carbon & 
Energy 



Valuation



Global Energy 
Consumption



Equipment 
Consumption
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Operational Needs & AimsOperational Needs & Aims



AimsAimsNeedsNeeds











Broadband 
networking 
e.g. DSL and 
FTTH



Industrial 
and 
Operators 
sites 
e.g. Data 
Centres



User 
equipments 
e.g. NT, 
CPEs, HG 



International 
Authorities



(UNEP)



Regional
Authorities 



(EC)



National 
Authorities



Technical Level



Technical Strategy



Strategic and 
Political Level
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
PositioningPositioning











GeSI EEIOCG Standardisation Branch



Board:



 



2 Co-chairmen / 1Secretary / Policy-



 
Technical-Vendors Groups Officers / GeSI 
Chairman
Policy Group (PG): aimed at defining 
critical/areas/sub areas and developing high 
level strategies towards Standardisation



 



Bodies 
and Vendors
Technical Group (TG): aimed at producing 
contributions/specifications



 



in the different 
Standardisation Bodies
Vendors Group (VG): vendors in GeSI highly 
involved in environmental issues 
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
OrganizationOrganization
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
ConstitutionConstitution











Access



Data Centres



Core/Metro/IP



Efficient cooling/ 
Environment Eqt



Customer 
networking



xDSL



Area SubArea



Environmental



 



conditions



IT equipment efficiency



Cooling @ CO/IDC



DSL NT/ONT



STB and end user equipment



Switches and routers



Hundreds millions of xDSL lines to be deployed will 
have a great impact on the Operators’



 



energy bills



Description



Need for extension of temperature ranges, in order to 
allow energy saving and extend free/renewable cooling  



Need for improved IT equipment (less energy hungry); 
proposal for efficiency ranking



Need to implement new solutions in order to reduce 
the impact of the cooling



The consumer has little voice on products.
The energy saving policies must optimize both network 
AND user side



Need for STB and End User Equipment with new power 
save functionalities



Energy optimized IP and LAN



Mobile phones Need for eco-designed mobile phones 
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Critical areas and subCritical areas and sub--areasareas











9



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Working MethodWorking Method



AP Order 
Management PG AP follow-up



GeSI general management & 
Carbon/Environment actions GeSI



Specification
Statement



Gap Analysis
Board/PG/TG/VG



Standardisation documentation 
survey



Risk of inconsistency



Lack of standardisation



Action Points



(AP)
PG



Action Point 
Operators/Vendors
Common Position



TG/VG



Proposal of Technical solution



Identification of 
target organization



Proposed Common position towards 
organizations



(Authorities/SDOs/Fora)
TG/VG



Action Point Order
PG



Negociation/Agreement on 
Technical solution



Agreement on 
Target organization



Common position implementation 
towards organizations



(Authorities/SDOs/Fora)
TG/VG



Standardisation Landscape Map
(See next slide)



Board/PG/TG/VG are the recognized actors
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Fragmented Standardization!     GOALS 
•



 



Clarify current state of the art
•



 



Define coordinated strategy



Lack of 
Standardization



Risk of inconsistent 
Standardization



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
GeSI EE IOCG Standardization Map GeSI EE IOCG Standardization Map –– December 2009 December 2009 
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Energy Efficiency ProcessEnergy Efficiency Process
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Limited number of hot actions with high energy and sustainability impact



Customer networking 
and equipment 
sustainability goals 
(less equipment; reuse; 
optimize …)



Area Action Point



Standard external power supply 



Description



Mobile (and small handheld) 
common charger 



Need for unique, standardized charger for all 
mobile phones (and other small devices too). 
Support ITU/OMTP/GSMA Rec. development.
Then promote follow-up with IEC activities



Few standardized power supply types to power 
Home Networking devices (and other): 
Support HGI/ETSI specifications  



EU BroadBand Code of Conduct 



Home networking equipment 
requirements 



To define energy improvement goals to be 
inserted into the new EU BB CoC 



To support harmonization among the world 
regional initiatives (EU and EPA/Energy Star)



Customer networking 
and equipment energy 
efficiency goals (less 
user energy usage)



Data Centre Act towards more environmental friendly IT 
equipment through the EU Data Centre CoC



Radio Base Stations 
Cooperate with ETSI in the definition pf RBS 
testing methods and objectives (What you can 
measure you can improve!)



ICT networks energy 
efficiency goals (less 
network  energy usage)



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
GeSI EE IOCG Hot Action Points agreed in November 2009 GeSI EE IOCG Hot Action Points agreed in November 2009 
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Limited number of Events 2010 with high energy and sustainability impact



Codes of Conduct 
Signature Event



Area Goal



Data Centres 



Description



BroadBand Equipment 



Support of European Commission



28th September 2010 in Brussels



GeSI-EE IOCG Plenary 
& 
First Asian presentation 



GeSI Board meting
GeSI-EE IOCG Board & Groups meetings 
GeSI-EE IOCG ICT Energy Efficiency Workshop 



November 2010 in Beijing 



GeSI-EE IOCG Asia 
Event



BroadBand Deployment
Standardisation survey & needs 



Survey of existing standards
Definition of needed standards
Support of standard development
Potential link circle of ICT sustainability
Creation of list of mandatory standards



Mid 2010 / 2012
Energy Efficiency
Standardisation survey & needs 



Efficient Information & 
Communication 
Technologies  
EC Mandate



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
GeSI EE IOCG Main Events 2010 agreed in November 2009 GeSI EE IOCG Main Events 2010 agreed in November 2009 
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References for Technical Group
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 The EC JRC estimates that ICT sector’s energy consumption could grow up to 250TWh by 2015



 To this end, the EC has developed a set of Code of Conducts (CoC), among which:



Broadband Equipment: it defines a set of power consumption targets for TLC equipment, both at 



Network (OLT, DSLAM, MSAN) and User Side (ONT, xDSL modem). 



Data Centres: it defines a set of Best Practices to be implemented in order to reduce the energy 



consumption of a Data Centre. 



 CoCs are (currently) based on voluntary subscription



 Benefits related to the CoC signature:



Strong push towards an an earlier availability of energy efficient equipment ( speed up of several 



Standardization activities)



Energy and OPEX reduction without any downsides (no fees, no negative measures are foreseen)



Avoid EC stronger actions that could lead to mandatory power consumption limits



Strenghten the worldwide image of “Sustainable Company” (particularly important for those 



Companies inserted in some Financial Indexes like Dow Jones Sustainability Index or FTSE4GOOD)



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Codes of Conduct CoC on BroadBand & Data CentresCodes of Conduct CoC on BroadBand & Data Centres





http://re.jrc.ec.europa.eu/energyefficiency/html/standby_initiative_broadband communication.htm


http://re.jrc.ec.europa.eu/energyefficiency/html/standby_initiative_data_centers.htm
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



 



GeSI-EE IOCG Standardization Branch is organizing a big event dedicated 



to the global signature of the Code of Conducts and the launch of the EC 



Mandate on Standardization coordination for Energy Efficiency







 



The signature event will be open to both Operators and Vendors and will 



cover the signature of CoC BroadBand V3 and/or CoC Data Centre V2







 



The location chosen for the event is Bruxelles, c/o European Commission: 



this is in order to provide a strong idea of cooperation and commitment  







 



Target date 28 September 2010 (together with the ICT2010 Conference)







 



Companies currently involved in the preparatory activities: Telecom Italia, 



Orange-FT, Deutsche Telekom, Telefonica, Huawei, ALU, Swisscom, TDC 



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Codes of Conduct Signature EventCodes of Conduct Signature Event
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Facts: Every year more than a billion of new handsets are shipped – most as replacements of 
older models



Problem: More than a billion old terminals are sent to scrap



Most of the old power supplies are sent to dump even if still operational



Solution: development of a “Universal charger”



Troubles in Standardization: Many organizations are working on this topic



But there is lack of coordination and different objectives



Standards aiming mainly at “data enabled devices” = less than 20% of the market



Different requirements and ratings



The “Universal charger” risks not to be “Universal” at all



Way forward:



Ideal Real Universal charger, same ratings, USB connector, detachable cord, same 
connector on all handsets (microUSB)



Alternate solution  allow more connectors at the handset side (like in China) 



•



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Universal chargerUniversal charger
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
MembersMembers
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>60 TWh
total electrical energy consumption (*)



>750.000.000
total POTS + Broadband customers (*)



(*) End of 2007 -



 



Only Domestic market Source:  Operators public information
(**) Source: International Energy Agency, 2006 data



•35% of the total 
world’s (**)



 



renewable 
energy production
•~ 1% of the National 
electrical consumption 
(*/**) 



11% of the total 
world’s 



population
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Numbers of IT & Telecoms SustainabilityNumbers of IT & Telecoms Sustainability











xDSL



Action Points towards 
Organisations



Environmental conditions



IT equipment efficiency



Cooling @ CO/IDC



DSL NT/ONT



STB and end user equipment



Switches and routers



SubArea Attendance/contributions for
EC JRC CoCs
ETSI EE/ATTM/…
ITU-T
CEN/CENELEC
BBF
ETNO Energy TT
Green Grid
ATIS
High level actions towards Boards



Action Points towards 
Vendors



New purchasing policies (TCO)
Common energy requirements in the 



RFI/RFQ
Roadmaps sharing
Cooperation on standardisation 



activities



Mobile networks
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
General overview of Action PointsGeneral overview of Action Points











xDSL



Environmental conditions



IT equipment efficiency



Cooling @ CO/IDC



DSL NT/ONT



STB and end user equipment



Switches and routers



- Reduce energy consumption in full power state according to CoC BB
- introduce power saving methods when little or no traffic.



Main subjects



- Extend temperature ranges for DC rooms to enable more efficient



 



cooling 



-



 



Extend temperature ranges of ICT equipment towards Class 3.1



 



of ETSI Standard EN 
300 019-1-3



-



 



Define common target values in RFQs and KPIs for efficient IT equipment



-



 



Define common target values in RFQs for DSL NT/ONT
-



 



Define power saving mechanisms when little or no traffic



-



 



Define common target values  in RFQs for STB
-



 



Define power saving mechanisms / architectures



-



 



Energy optimized IP and LAN



Subarea



Mobile networks
-



 



Prepare common requirements on energy efficiency and eco-design of mobile terminals , 
common power supply, base stations.



-



 



Extend fresh air cooling and define KPIs (COP) for efficient cooling
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GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Main subjects of Action PointsMain subjects of Action Points
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Action Points towards 
Organizations



Contributions and high level actions



EC JRC CoCs



ETSI EE/ATTM/…



ITU-T



CEN/CENELEC



Broadband Forum



ETNO Energy Task Team



Green Grid



ATIS



CRIP



Action Points towards 
Vendors







 



Joint contributions for the CoC Broadband V3 –



 



EE IOCG editors 
of the BB CoC
More detailed and agreeable targets for xDSL
Introduction of new technologies (e.g. Optical, Wireless)







 



Joint contribution for the CoC Data Centre V1/V2
Push for raising the temperature range
Push for free cooling and HVDC powering







 



Joint contribution for the CoC STB



 EE IOCG in the new BTWG132 on Data Centre Energy Efficiency



 General presentation of EE IOCG goals and activities during the 
last ITU-T Climate Change in London in June 2008



 Joint contribution RJ-020 "Operators requirements on power 
savings" presented at the ITU-T SG15/4 meeting in Redback  ‘08



 Joint contribution, vote and approval of ETSI EE TS 102 533 
"Measurement Methods and limits for Energy Consumption in 
Broadband Telecommunication Networks Equipment”



 Joint contribution, vote and approval of ETSI EE TR 102 530 "The 
reduction of energy consumption in telecommunications 
equipment and related infrastructure“



 Support for the creation of a Special Task Force with the goal of 
defining standard requirements for energy efficient FTTx 
architectures -



 



EE IOCG in the steering committee



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Most relevant EE IOCG results 2008Most relevant EE IOCG results 2008--2009   (1/2)2009   (1/2)











25



Action Points towards 
Organizations



Contributions and high level actions



EC JRC CoCs



ETSI EE/ATTM/…



ITU-T



CEN/CENELEC



Broadband Forum



ETNO Energy TT



Green Grid



ATIS



CRIP



Action Points towards 
Vendors



 General presentation of EE IOCG goals and activities during 
the ETNO TT in Reykjavik in April 2008



 A common presentation on ratio/efficiency metrics for Data 
Centres presented during the ETNO meeting 2009. 



 Proposal for a new AP to analyze the energy consumption 
impact of equipment in core and metro networks



 Proposal of a common TCO methodology among members



 Analysis of energy trends and savings opportunities



 A One-day meeting with vendors has been scheduled for the 
EE IOCG plenary in Venice 2008



 The opportunity of a liason between ATIS NIPP and ETSI EE 
and ATTM to be performed with the support of EE IOCG was 
discussed during the “light”



 



meeting in New Haven 2008. A 
dedicated action point has been agreed in the general 
meeting in Venice 2008



 CRIP is the Club of biggest French Groups (e.g. Renault, 
Peugeot, EDF, FT, AXA, CA, SG) and French government (e.g. 
Army, finances). CRIP agreed to create a liaison with EE IOCG 
in 2008.



 General presentation of EE IOCG goal and activities during 
the BBF Board meeting in April 2008



GeSI EE IOCG Standardisation BranchGeSI EE IOCG Standardisation Branch
Most relevant EE IOCG results 2008Most relevant EE IOCG results 2008--2009   (2/2)2009   (2/2)
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„Green Data Centres“: CENELEC BTWG 132-3 
results and implications



2010-09-17  / 1



Coordination session on Mandate M/462 Coordination session on Mandate M/462 
"Standardisation mandate addressed to CEN, "Standardisation mandate addressed to CEN, 



CENELEC and ETSI in the field of ICT to enable CENELEC and ETSI in the field of ICT to enable 
efficient energy use in fixed and mobile information efficient energy use in fixed and mobile information 



and communication networks"and communication networks"



Presentation to











Contents



2010-09-17  / 2



Scope of CENELEC BTWG 132-3 „Green Data Centres“



Increasing energy demand for energy in data centres



Survey of existing work



Results of CENELEC BTWG 132-3  and recommendations



Status of European standardization on GDCs
 



/ EEDCs











Scope of CENELEC BTWG 132-3 
„Green Data Centres“



2010-09-17  / 3



“green” was interpreted to address “energy efficiency”



this leads to the term “Energy Efficient Data Centre” (EEDC)



survey ongoing standardisation work, existing standardisation results



and official documents



outline standardisation work to be initiated



resulting in recommendations to CENELEC Technical Board











Increasing energy demand for data centres



2010-09-17  / 4



data centre energy consumption is expected to rise
 from 56 TWh



 
(2007) to 104 TWh



 
(2015)



implications in terms of both cost and availability of power supply



produce components with reduced energy consumption



produce more energy efficient solutions 











Action groups relevant to energy efficiency 
within data centres



2010-09-17  / 5



four primary action groups relevant to improving and maintaining
 



energy 
efficiency within data centres:



•
 



information technology / telecommunications network equipment 
and its usage



•
 



environmental control



•
 



power distribution



•
 



physical infrastructure











Typical data center energy consumption 
ratios



2010-09-17  / 6



Energy entering the data center



 



is broken into consumption areas such as server load and computing 
operations, cooling equipment, and power conversion and distribution.



 Courtesy of DOE Industrial Technologies Program











Active members of CENELEC BTWG 132-3



2010-09-17  / 7



data centre designers, solution providers and operators, suppliers of 
data processing hardware



representatives of European telecom organizations, CENELEC TCs, 
ETSI, international consortia / fora



 
(Green Grid) and national activities 



(France, Germany, Netherlands)



main drivers of existing standardization work to be taken into account:



CLC TC 215



ETSI TC ATTM, STF 361



Green Grid



EU Code of Conduct on Data Centres Energy Efficiency 











Standardization on subsystems and 
components at CENELEC



2010-09-17  / 8



infrastructure TC 215
power distribution TC 21X, 22X, 64
environmental control TC 111
wide variety of areas including TCs



 
that do not necessarily realise their products 



are used in data centres
examples of subject areas for product committees:
●



 
Uninterruptible power supplies (UPS)



 
●



 
Batteries



●
 



Switchgear
 



●
 



Lighting
●



 
Chillers



 
●



 
Servers



●
 



Computer room air conditioners (CRACs)
 



●
 



Storage
●



 
Direct expansion (DX) units



 
●



 
Pumps



●
 



Cooling tower
 



●
 



Generators
●



 
Distribution losses external to the racks



●
 



Power distribution units (PDUs)











Recommendations for European 
standardization



2010-09-17  / 9



no single benchmark against a single key performance indicator 
(KPI) for assessment of energy efficiency



significant number of separate, but linked, standardisation activities 
spread across ESOs



BTWG 132-3 proposal:



establishment of a joint CEN-CLC-ETSI group to manage and co-
 ordinate European activity 



based upon a tri-layer philosophy











(... Recommendations for European 
standardization) tri-layer scheme
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Layer 1
•



 
KPIs



 
and algorithms



•
 



figure of merit related to purpose and business model operated 
within the data centre



•
 



practices for use of the energy efficient standardised 
products/solutions



•
 



realization and future revisions  of “EU Code of Conduct”



addresses CEN-CLC-ETSI



ETSI work already initiated by the work of the STF



CEN (suggestion): consolidation of servers, operating systems and 
applications, related to business/system management











(... Recommendations for European 
standardization) tri-layer scheme
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Layer 2
•



 
facilities and infrastructures of data centres



•
 



energy efficiency measurement methods (in support of the KPIs
 



of 
Layer 1)



•
 



installation of tools/systems capable of making and recording those 
measurements



addresses mainly CLC



Layer 3
•



 
energy efficient products and systems



addresses mainly CLC



specification of products and solutions in a wide variety of areas including 
TCs



 
that do not necessarily realise their products are used in data



 
centres











… Recommendations for European 
standardization



2010-09-17  / 12











(... Recommendations for European 
standardization) tasks CEN-CLC-ETSI group



2010-09-17  / 13



to monitor, coordinate and encourage European standardization 
activities on Green Data Centres



coordination with international activities, like JTC 1 Study Group 
on Energy Efficiency of Data Centers



 
(EEDC) 



support the Code of Conduct on Data Centres of the European 
Commission 











Status of coordination of European 
standardization on GDCs / EEDCs



2010-09-17  / 14



CLC BT already approved  proposal of BTWG 132-3 „Green Data 
Centres“



BTWG 132-3 „Green Data Centres“ has accomplished its mission and 
has been disbanded



implementation of follow-up as joint CEN-CLC-ETSI group going on



approval of CEN and ETSI awaiting



coordination with M/462 activities needed to avoid duplication of work











Thank you very much for your attention!



Dr. Elmar Kallas 
Technical



 
Manager Standards



DKE German Commission 
for Electrical, Electronic & Information Technologies 



of DIN and VDE
Stresemannallee 15



 D-60596 Frankfurt/Main



Phone: +49 69 6308-266 
email: elmar.kallas@vde.com



http://www.dke.de
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ETSI “Environmental 



Engineering”



B. Gorini (Alcatel Lucent)



TC EE chairman



ETSI EE Work programme on 



energy efficiency
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TC “Environmental Engineering”



 Responsibility



 Environmental and infrastructural aspects for telecommunication equipment and its 
environment:



• environmental conditions and tests on telecommunication equipment (mechanical, biological and 
climatic conditions)



• acoustic noise emission from telecommunication equipment



 Power Supply interface requirements and grounding (WG-EE2)
• Power supply equipment and power distribution interfaces/systems of telecom/datacom equipment



• Definition of the monitoring and control interface of power and cooling systems of 
telecom/datacom equipment



 Mechanical Structure and Physical design
• Equipment practice for telecommunication equipment installed in telecommunication centres



• Outdoor enclosures (e.g. street cabinet)



• Thermal management for the co-location of equipment in the same facility or ETSI rack.



 Eco-Environmental affairs (WG-EEPS)
• Observation of European environmental legislation, in terms of ecological aspects, and assessing 



its impact on Telecommunication infrastructure and equipment



• Maintenance of liaisons with CEN/CENELEC and the European Commission on development of 
ecological environmental related product deliverables (e.g. standards or technical report) 
applicable to telecommunication infrastructure and equipment.



• Reduction of energy consumption in telecommunications equipment and related infrastructure



• Renewable energy sources for powering telecom/datacom equipment











World Class Standards
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TC-EE Work Programme on energy efficiency



 Requirements on energy efficiency of specific telecommunication 
equipment:



 Published:



• 2 Technical Specifications for:



• Broadband wireline access equipment (methods, indicators and power targets)



• Wireless access equipment (methods, indicators)



• 1 European Norm for a new DC power distribution (up to 400V) with higher 
efficiency



 In preparation:



• 4 ETSI Standards for:



• Broadband wireline access equipment (methods, indicators and power targets)



• Transport equipment (methods, indicators)



• Switching & router equipment (methods, indicators))



• Core network equipment (methods, indicators)



• 2 Technical Specifications for:



• End-user broadband equipment (methods, indicators and power targets)



• Radio access equipment (methods, indicators)



• 1 European Norm for End-user broadband equipment (methods)











World Class Standards
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TC-EE Work Programme on energy efficiency



 Recommendations/Guidelines to assess/reduce the 
environmental impact (including energy efficiency):



 Published:



• 3 Technical Reports for:



• Reduction of energy consumption in telecommunication networks



• Better determination of power plant



• Use of alternative energy sources



• Thermal guidance for equipment and its deployment



• 6 ETSI Standards on control and monitoring of telecom infrastructure 
equipment



 In preparation:



• 3 Technical Reports for:



• Environmental impact assessment of ICTs



• Alternative energy sources (improvement of the published TR)



• Reduction of energy consumption in telecommunication networks 
(improvement of the published TR)



• 1 ETSI Standard for



• Life Cycle Analysis
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Backup slides
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Requirements on power consumption of specific telecom 



products.
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Environmental Engineering publications



 TS102533 “Energy consumption in broad band 



telecommunication network equipment”



 Technical Specification published in June 2008



 It defines the test methods and power targets for Broadband Access 



equipment (at the network side)



 TS102706 “Energy efficiency of wireless access network 



equipment”



 Technical Specification published in August 2009



 It defines the criteria for the assessment of power consumption in 



Wireless Access Networks











World Class Standards
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Environmental Engineering publications



 EN300132-3: “Power supply interface at the input to 



telecommunications equipment; Part 3: Operated by rectified 



current source, alternating current source or direct current source 



up to 400 V”



 European Norm published in August 2003



 This document standardizes a new power interface common to 



telecom and data equipment.



 This is a single power distribution, with backup, suitable to supply all 



type of equipment in a data center without using UPS or AC/DC 



converters at 48 V



 The global energy efficiency of this power architecture is greater than 



the -48V-DC solution



 This EN is currently under revision
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Environmental Engineering Work Program



 ES203215 “Measurement method and limits for energy 
consumption in broadband telecommunications equipment”



 Standard currently on vote (end 15 Nov. 2010)



 This WI is the continuation of the work already done for the TS102533 
and to add further new Access technologies (e.g. GPON) that are part 
of the latest version of the European Code of Conduct



 It will replace the TS102533



 DTS/EE-00018 “Measurement methods and limits for Energy 
consumption of End-user Broadband equipment (CPE)”



 Publication is expected in December 2010



 This WI will cover:



• the power consumption limits based on the European Code of Conduct of 
Power Consumption of Broad-Band Access equipment



• the methodology and the tests conditions to measure the power 
consumption of end-user broadband equipment that are not covered by 
the WI DEN/EE-00021
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Environmental Engineering Work Program



 DEN/EE-00021 “Measurement methods for Energy consumption 



of End-user Broadband equipment (CPE)”



 Publication is expected in April 2011



 This WI will define the methodology and the tests conditions to 



measure the power consumption of end-user broadband equipment 



(CPE) within the scope of the EU regulation 1275/2008 in the following 



conditions:



• Off mode



• Standby



• Networked Standby



• Low Power states On mode



 It is under the frame of the EU Mandate M/439 for the standardization 



in the field of standby and off-modes power consumption 



measurement of the Commission Regulation N° 1275/2008



 No power consumption limits are defined in this EN
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Environmental Engineering Work Program



 DTS/EE-00022 “Energy Efficiency of Wireless Access Network 
Equipment”



 Publication is expected in February 2011



 This is the revision of the present TS 102 706 to define efficiency 
parameters taking into account traffic load.



 The Energy Efficiency metric defined shall promote power saving 
features



 Metric and measurement should be applicable for GSM/EDGE, 
WCDMA/HSPA, LTE and WiMAX



 DES/EE-00023 “Measurement Methods for Power Consumption in 
Transport Telecommunication Network Equipment”



 Publication is expected in June 2011



 It will define the measurement methods for power consumption, and 
efficiency indicators for transport equipment



 The document should be in line with similar published document 
from ATIS-NIPP TEE
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Environmental Engineering Work Program



 DES/EE-00024 “Measurement Methods and limits for Power 
Consumption of Router and switching Networks Equipment”



 Publication is expected in June 2011



 It will define the measurement methods for power consumption, and 
efficiency indicators for Router and switching Network Equipment



 The document should be in line with similar published document 
from ATIS-NIPP TEE



 DES/EE-XXXXX “Measurement method for Energy efficiency of 
Core network equipment”



 WI in approval process



 It will define the measurement methods for power consumption, and 
efficiency indicators of Core Network Equipment:



• IMS core functions (HSS, CSCF, etc),



• Fixed core functions (softswitch), 



• Mobile core functions (HLR, MSC, GGSN, SGSN, EPC, etc) 



• Radio access control nodes (RNC, BSC)
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Recommendations/Guidelines to assess/reduce the 



environmental impact
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Environmental Engineering publications



 TR102530 “Reduction of energy consumption in 



telecommunications equipment and related infrastructure”



 Technical Report published in June 2008



 It gives overview of techniques for the reduction of energy 



consumption in telecom equipment and infrastructure.



 This first edition is mainly focused on Broadband Access 



technologies.



 TR102531 “Better determination of equipment power and energy 



consumption for improved sizing of power plant”



 Technical Report published in April 2007



 It provides an analysis of power draw data in respect to the design 



points of power plants



 It gives recommendations for the better sizing of power plants
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Environmental Engineering publications



 TR102532 “The use of alternative energy sources in 



telecommunication installations”



 Technical Report published in June 2009



 It gives overview of alternative energy sources



 In the first edition no analysis of advantages/disadvantages of 



different alternative sources have been included



 TR102489 “Thermal Management Guidance for equipment and its 



deployment”



 Technical Report (2° revision) published in February 2010



 It provides guidelines to increase the efficiency of the cooling system 



in data center and telecommunication center
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Environmental Engineering publications



 ES202336-x: “Infrastructure equipment control and monitoring system 



interface” series



 This ETSI Standard is subdivided in 10 subparts for each specific 



interface/application (different AC power distribution systems, DC power 



distributions systems, air conditioning systems etc.)



 The control processes defined in these publications reduce the energy 



consumption by optimizing equipment settings (e.g. cooling systems)



 Furthermore, the remote monitoring and setting reduce the CO2 emissions 



(less on-site interventions)



 The published parts are:



• “1” General interface



• “2” DC power systems



• “3” AC-UPS power systems



• “5” AC-diesel backup generators



• “7” Other utilities



• “8” Remote power feeding



 The completion of the remaining parts is expected by end 2010
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Environmental Engineering Work Program



 DTR/EE-00008 “Environmental Impact Assessment of ICT 



including the Positive Impact by using ICT Services”



 Publication expected by end 2010



 It defines criteria to evaluate the energy used for the operation of 



ICTs and the energy saved in using ICTs (e.g. video-conference, 



dematerialization of documents etc)



 DES/EE-00014 “Life Cycle Analysis assessment of 



telecommunication equipment and service: General definition and 



common requirements”



 Publication expected in February 2011
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Environmental Engineering Work Program



 DTR/EE-00019 “Reduction of energy consumption in telecommunications 
equipment and related infrastructure”



 Publication is expected in December 2010



 This is the revision of the TR102530



 It will be improved by adding:



• methods to reduce diesel running time by using batteries



• strategy of monitoring of power consumptions will be extended



 Draft available at Working Group level



 RTR/EE-00020 “The use of alternative energy solutions in 
telecommunication installations”



 Publication expected in December 2010



 This is the revision of the TR102532



 It will be improved to include:



• guidelines for the application of alternative energy solutions (both for powering and 
cooling) based or real deployments and experience available up to now



• the disposal of waste materials



• Life Cycle Analysis related to alternative energy solutions (e.g. batteries)



 First draft in preparation
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Cooperation with other Organizations
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Liaison established by ETSI EE
 ETSI ATTM/TM6



 Liaison on Reverse powering of access network and measurement method & 
limits for energy consumption in broadband telecommunications equipment”.



 ITU-T
 Liaison with ITU-T Study Group 5 and JCA on ICT&CC on eco-environmental 



topics.



 ATIS-NIPP
 Liaison on energy saving activities



 Home Gateway Initiative (HGI)
 Liaison on the energy saving topics for CPE.



 3GPP, GSMA & BRAN
 Liaison on the WI of energy efficiency of wireless access networks.



 Broadband Forum
 Liaison on energy efficiency of broadband equipment.



 CENELEC
 Liaison with CENELEC JWG on the mandate M/439 on the standardization in 



the field of standby and off-mode power consumption measurement for 
energy using products
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
Universal charger Universal charger –– THE PROBLEMTHE PROBLEM



Facts: More than one Billion new handsets in the market every year – most 
as replacements of older models
Problem#1: More than a billion old terminals sent to scrap
Problem#2: Most old power supplies sent to dump even if still operational as 
not compatible with the new devices- Production of an enormous quantity of 
potentially unnecessary new chargers.



Solution: development of a “Universal charger”
Troubles in Standardization:



Many organizations working on this topic
But there is lack of coordination and different objectives
Standards aiming mainly at “data enabled devices” (< 20% of the market)



What do we do with the remaining 800.000.000?
… and the 20% is given different requirements and ratings



The “Universal charger” will not to be “Universal” at all!



Great Sustainability 
and e-waste issue
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
Early Development HistoryEarly Development History



• The GSMA/OMTP and Digital Europe (DE) projects initially ran in parallel



• OMTP published 1.0 in February 2009



• DE signed MoU with EC June 2009



• Discussions held between OMTP & DE in Nov 2009 to harmonise documents, 
but no real result was achieved. 



• ITU-T published Recommendation L.1000 in March 2010



• OMTP published 1.1 in June 2010



• CENELEC and ETSI took ownership of DE documents in early 2010



• CENELEC submitted its specification for vote (ending October 10th)



Fragmented actions
Unless we do get one, real universal charger, applicable to the 



vast majority of handsets (and small handheld devices)  
the environmental benefits will not be fully realised
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
Feature comparisonFeature comparison



Document NO LOAD DETACHABLE
CABLE



MINIMUM
POWER



DEVICE
RECEPTACLE



EPS DEVICE 
CONNECTOR



EPS
CONNECTOR



RIPPLE 
VOLTAGE



COMMON 
MODE NOISE



OMTP
CCLDC



Mandatory 
<0.15W
Optional



<0.03



Mandatory 850mA
Micro-USB B
Micro-USB 



A/B
Micro-USB B USB-A NOT STATED



95Vp-p AC/f 
1.0Vp-p 



switching



ITU
L.1000



Optional
<0.15W



Mandatory
Captive allowed in 



short term



Mandatory
500mA



Optional (data)
850mA



NOT STATED
Example in 
Appendix



NOT STATED
Example in 
Appendix



USB-A
NOT STATED



Example in 
Appendix



NOT STATED
Example in 
Appendix



CENELEC
BTF135 NOT STATED Optional 500mA NOT STATED Micro-USB B USB-A



If detachable
80mVp-p @ 



20MHz



95Vp-p AC 
1.0V-20mVp-p 



@ various 
frequencies



CCSA
YDT-1591



Mandatory
<0.15W Mandatory 500mA



Micro-USB
Mini-USB



2mm barrel



Micro-USB
Mini-USB



2mm barrel
USB-A



>200mVp-p @ 
100-240Vac/



50-60Hz
NOT STATED



ETSI
EN 301
489-34



NOT STATED Optional 500mA NOT STATED Micro-USB B USB-A
If detachable



80mVp-p @ 
20MHz



Test 
conditions 
stated - no 



value



No Standard is delivering a complete set of requirements
A compete specification can be easily derived from the 



existing documents (putting the GREEN boxes together)
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
Document external referencesDocument external references



Document USB-IF IETF ETSI CENELEC EU Energy Star IEC ITU-T CISPR ISO / 
IEC



IEEE



OMTP
CCLDC



USB 2.0
BC 1.1



USB Cab-con 2.0
µCab-Con 1.01
All sups/ECN



RFC  
2119



IPP project
278/2009 22/04/2008



ITU
L.1000



60950- 
1:2006



K.21
K.74
K.66



Pub 22
Pub 24



IEC: 
62430
ISO: 



14040 
, 



14044



1680 
1725



CENELEC
BTF135



USB 2.0
BC 1.1



USB Cab-Con 2.0
µCab-Con 1.01



USB cab Assembly 
1.01



Conn Test Req



301 489- 
34



60950- 
1:2006
62430



14040
14044 1680



1725



CCSA
YDT-1591 None stated



ETSI
EN 301
489-34



301 489- 
1



301 489- 
7



301 489- 
24



BTTF 135-1
55022 (2006)



61000-4-2,3,4,5,6 
,11



61000-3-2,3
55016-2-3
60950-1



1999/5/EC
98/34/EC



2001/108/E 
C
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
UCS Ongoing ActivitiesUCS Ongoing Activities



• ITU-T will issue Phase 2 L.1000 Recommendation
• covering a wider range of devices



• IEC will finalise 2mm and Micro-USB standardization for phone 
charging interface



• IEC could start on Common Power Supply series soon



• CENELEC/ETSI will publish EMF/EMC standards



• GCF launching project on compliance and Logo for UCS



• IEEE looking into Universal Power Adaptor for Mobile Device UPAMD



Need to harmonize and synchronize the various actions
Help Standardization Organizations to exploit synergies
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
UCS Additional UCS Additional EcoEfficiencyEcoEfficiency Requirement 1/2Requirement 1/2



The UCS will also need to cover the following Environmental aspects:
• Compliant to relevant global regulations
• Charging interface compatible with relevant application (a product can have 
multiple charger interfaces, but always one that fulfills the universal charger 
requirement)
• Capability for user guidance – e.g. unplug charger reminder in application 
using universal charger
• Charger and whole charging chain (from the actual application, through 
charger, into plug and wall) should fulfill relevant global liability and safety 
criteria 
• Charger no-load <30mW optional (but strongly advisable), <150mW  
compulsory
• Restrict the use of hazardous materials and substances (e.g. substances 
restricted by RoHS, REACH etc; substances such as: PVC, brominated, 
chlorinated compounds, antimony trioxide, phthalates, nickel)
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GeSIGeSI Global eGlobal e--Sustainability InitiativeSustainability Initiative
UCS Additional UCS Additional EcoEfficiencyEcoEfficiency Requirement 2/2Requirement 2/2



continued:
• Choice of eco-compatible material for the case (high percentage of recycled 
material)
• Lower environmental impact by minimized size (less materials & components)
• Easy disassembly for efficient recycling at the end of life (still guaranteeing the 
safety compliance)
• Sustainable sales package (minimized size, sustainable materials) 
• Utilize star rating to communicate energy efficiency to consumer (<30mW=5stars, 
<150mW=4stars) see:
http://www.nokia.com/environment/devices-and-services/energy-effiency/charger-energy-rating 
http://www.samsung.com/eu/sustainability/energyefficiency.html



It should also be evaluated the eligibility of the UCS to present and forthcoming 
Energy Efficiency/EcoEfficiency Credits such as the “White certificates”



People is bored and needs a Universal Charger now!
It must be really Universal!



It’s a great opportunity for the Standardization arena 
and for the environment!





http://www.nokia.com/environment/devices-and-services/energy-effiency/charger-energy-rating


http://www.samsung.com/eu/sustainability/energyefficiency.html








ian.hay@orange-ftgroup.com
flavio.cucchietti@telecomitalia.it
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Q17/5 activities



Question 17 of study group 5 is 
dedicated at the coordination of ICT
and climate change standardization.



Under this questions a number of 
deliverables are planned



– 2 handbook on climate change 
standardiziation



– A series of Reccomendations on Energy 
efficiency
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Energy efficiency  Activities



The activity will be done on a phased 
approach.



– Phase 1: Define metrics and measurement 
methods for different product technologies.



– Phase 2: Discuss the applicability of possible 
reference values for the metric.  



This activity will lead to the production of a 
series of deliverables
This should be done in collaboration with 
others SDOs (e.g. ATIS, ETSI…) with the 
goal to harmonize methodologies and 
metrics. 











Working plan



Proposed structure of the recommendations
Telecommunication equipment



– Network equipment metrics definition
Broadband network equipment
Transport equipment
Router and switch equipment
Base station equipment



– Consumer equipment metrics definitions
Broadband network equipment



– Network equipment measurement methods
Broadband network equipment
Transport equipment
Router and switch equipment
Base station equipment



– Consumer equipment measurement methods
Broadband network equipment



– Reference value for Network equipment and their applicability
– Reference value for Consumer equipment and their applicability



Telecommunication facilities
– Data center metric definition
– Server equipment metric definition
– Server equipment measurement methods
– Powering equipment metric definition
– Reference Value for Telecommunication facilities and their applicability
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Buenos Aires, 12-16 April 2010











WP3/5 Questions
Q17/5: Coordination and Planning of ICT&CC related 
standardization
Rapporteur : Paolo Gemma (Chine)         Ass. Rap : Franz Zichy (US) 



Q18/5: Methodology of environmental impact 
assessment of ICT
Rapporteur : Jean Manuel Canet (France)  Ass. Rap: Takafumi Hashitani (Japan)



Q19/5: Power feeding systems
Rapporteur : Kaoru Asakura (Japan)    Ass. Rap: Didier Marquet (France)



Q20/5: Data collection for Energy Efficiency for ICTs 
over the lifecycle
Rapporteur : Gilbert Buty (France)    Ass. Rap: Dave Faulkner (UK)



Q21/5: Environmental protection and recycling of 
ICT equipments/facilities
Rapporteur : Didier Marquet (France)      Ass. Rap: Xia Zhang (China) 



Rapporteur : Julio Cesar (Brazil)             Ass. Rap: Paulo Curado (Brazil)











Key efforts (1/3)
Q21/5 : Environmental protection and 



recycling of ICT equipments/facilities



New Rec L.1000 on universal charger  



– “Universal power adapter and charger solution for 



mobile terminals and other ICT devices”



First step Specifies general requirements



Second step will cover other ICT devices



Rec L.24"Classification of outside plant waste” was 



updated



– Helps to promote recycling  











5 recommendations under preparation :



Umbrella Rec. : Overview of methodologies, due for November 2010
– Should cover definition of ICT sector boundaries and evaluation of ICT sector 



impact general principles
– Will focus, in a first step, on energy and GHG emissions. Other environmental 



impacts, e.g. raw material depletion or water impact will be tackled later



Environmental impact of ICT goods and services
– Due end of 2010



Environmental impact of ICT projects
– Due end of 2010



Environmental impact of ICT in organisations
– Due end of 2011



Environmental impact of ICT in countries
– Due end of 2011



Key efforts (2/3)
Q18/5 :Methodology of environmental impact assessment of 



ICT











L_methodology_general umbrella











Impact of ICT goods and services



Agreement to focus on energy and GHG emission impacts,
over the entire life cycle



Agreement to provide guidance on how to evaluate negative
impacts and positive impacts when using ICT products and
services, in comparison with a baseline scenario without ICT



Agreement to establish the recommendation in compliance with
ISO 14040 -44 principles



Recommendation table of contents available



Draft recommendation in progress, usage of the results
of the Focus Group “ICT and Climate Change”



Recommendation due at the end of 2010











Impact of ICT projects



Scope : agreement to evaluate, in a first step, only greenhouse
gases involved in GHG emission reductions or GHG removal
enhancements, over the entire life cycle



Agreement to evaluate projects in the ICT sector and also projects
using ICT to mitigate GHG emissions in other economic sectors



Agreement to establish the recommendation in compliance with ISO
14064-2



Agreement to submit the recommendation to UNFCCC for potential
inclusion on CDM-like mechanisms



Recommendation table of contents available



Draft recommendation in progress



Recommendation due at the end of 2010











Cooperations include :



Digital Europe





http://www.iso.org/iso/fr/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=38381








Key efforts (3/3)
Q19/5 : Power feeding systems



Architecture of power feeding systems (e.g. 
data center)



Characterizations and specifications of power 
feeding systems, especially for Higher Voltage 
DC system



Methodologies for evaluating the performance 
of energy feeding and its environmental 
impact



Safety and protection issues  
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JCA ICT&CC Overview



 Established by TSAG (April 2009)



Objectives:
– To co-ordinate across ITU-T SGs (in particular SGs 5, 9, 13, 15 and 



16), and with ITU-R and ITU-D.



– To seek co-operation from external bodies including non-ITU 
member organizations



Convener
– Mr. Ahmed Zeddam (France)



Co-convener
– Mr. Dave Faulkner (UK)



First meeting held during SG5 meeting (14 Oct. 2009)



Second meeting held during SG5/WP3 and NGN-GSI meetings 
(21 Jan. 2010)



Next meeting : November 2010 in Geneva during SG5 meeting
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Key efforts
Make the most of the momentum built-up during FG on 
ICT&CC



Promote collaboration with other organizations (SGs 
within ITU-T/R/D and other bodies)



Attract general interest from wider scope of people 
attending symposia and other events
– Provide a channel for non-ITU members to coordinate with ITU



– Provide visibility of topics being standardised by ITU



– Discover „best of breed‟ work in other SDOs or organisations 
which may be „fast tracked‟ to internationalise status via the 
ITU



Reduce amount of electricity needed worldwide



Preserve fossil fuel resources for future generations



Seeks mitigations by service substitution (travel avoidance)
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M462

		Mandate M/462: Standardization mandate addressed to CEN, CENELEC and ETSI in the field of ICT to enable efficient energy use in fixed and mobile information and  communication networks :

		Scope





		Requirements on ESOs



















		Schedule





*

		 Focusing on the energy efficiency of ICT networks both fixed and mobile networks

		 Excluding end-user equipment (already covered by Ecodesign directive) 



		 Phase 1



 - Analyze economic and political context

		 Identify role of ICT standardization

		 identify ongoing standardization activities 

		 identify gaps in ICT standardization work

		 Establish a standardization work program to fill the gaps

		 Phase 2

		Standardization based on phase 1 

		Reporting to the commission



		 December 2010: report with arrangements for the execution

		 July 2011: conclusion of phase 1 + work program 

		  2014: evaluation report on the results achieved





*











*

Coordination meeting on M462

		Objective

		To agree on a way forward regarding the activities to be undertaken and the necessary coordination to be ensured by the ESOs as a result of the acceptance of Commission mandate M/462 

		Participants

		17 participants delegated from ETSI, CCMC, EC, DG INFSO, ITU-T and GeSI 

		When/ Where

		September 17, CCMC (Brussels)

		Conclusions

		CEN/CLC/ETSI coordination group will be composed of relevant CEN, CLC and ETSI TBs

		Open to all members of CEN / CLC / ETSI

		Open to organizations mentioned in M462 through their existing liaison with ETSI

		Coordination group will work by consensus

		Avoid duplication of work: Coordination group should refer to the work of existing TB whenever possible

		Coordination group should evaluate the need to set up priorities when preparing the reply to M462 phase 1 (methods of measurement, impact assessment, indicators & metrics)

		ESO will inform the EC on the arrangements made for the execution of M462

		Coordination group will prepare the document (not a formal deliverable of ESOs but as a form of joint report from ESOs) for M462 phase 1:  a consensus based joint CEN/CLC/ETSI report will not be submitted to any voting procedure, but, only be formalised if and when approved by all 3 ESO at the level of their (Technical) Board.



*



*
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