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>> TAKAYUKI ITO: It's time to start but I think we try to wait for a couple minutes.  So please wait here.  

Good morning, ladies and gentlemen.  Welcome to the ITU workshop, "Making Television Accessible - from Idea to Reality."  This is the name of the workshop and we'd like to begin.  Allow me to introduce myself.  My name is Takayuki Ito with the NHK Science and Technology Research Laboratory.  At the opening of this session I would like to invite Mr.  Shuichi Fujisawa, the Director General of the Research Laboratory, to say a few words to welcome you.


(Applause)


>> SHUICHI FUJISAWA: Thank you very much for your introduction.  My name is Shuichi Fujisawa, Director General of Research Laboratory.  I would like to say a few words on behalf of NHK, who will be hosting the workshop hosted by ITU.  First and foremost I would like to thank all the imminent speakers who have set aside the time to attend this workshop, inclusive of Professor Tohru Ifukube of the University of Tokyo.  In particular I would like to thank Mr. Peter Looms, chairman of ITU Focus Group on Audiovisual Media Accessibility as well as other imminent guests from abroad who have traveled all the way to attend this workshop.  We very much appreciate your kind attendance.


Also, today from Asia and Africa and other regions we have more than 150 people here in this audience.  I believe this illustrates your keen interest in the accessibility of broadcast.  Now, I'm sure as will be covered, the keynote presentations later on Japan experienced on March 11 of 2011 a megaquake and tsunami which is said to occur only once every 1,000 years which has cost a very large number of victims.  What we should be doing now is to seriously look back on the actions taken by each individual and each organization in the face of such a major disaster, and draw firm lessons as to what were the shortfalls and what needs to be done going forward.  I believe this is one way in which we might be able to offer consolation to the victims who have lost their precious lives.


Also here in Japan we are experiencing acceleration of increase in aged population at a pace which the world has not yet seen.  With the aging process, the function of vision and hearing will wane.  On that point accessibility also needs to be enhanced.  What is important about this topic is that we need to understand that the aging process is something which will be experienced by all of us in this audience inclusive of myself, so therefore accessibility isn't something for the limited few in terms of technology and service.  Accessibility represents technology and service which is required by all.


NHK as the only public broadcast system here in Japan have been promoting broadcast services which are kind and friendly to the people, such as closed captioning and audio description broadcast.  We have been promoting R&D for these purposes since the 1990s.  I'm sure that this will be covered in the presentations later on, but we would like to make active contribution by leveraging our knowledge.  On the other hand, I'm sure there are shortfalls.  So it is important that we also learn from forums such as this.  I sincerely hope that today's discussion will be productive and that the discussions will be reflected in ITU's standardization activities and the broadcast operations of broadcasters around the world, and with this I would like to conclude my opening remarks.  Thank you once again.


(Applause)


>> TAKAYUKI ITO: Thank you very much.  Director of ITU, Mr. Malcolm Johnson, sent us a video letter.  Let us share the video letter with you.  Unfortunately Mr. Johnson is busy this month.  He's been traveling all around the globe.  But he kindly sent us the following video message.  Let us enjoy the video message from him.


>> MALCOLM JOHNSON: I'm pleased to welcome you to this ITU workshop making television accessible from idea to reality.  I'm sorry I cannot be there in person.  However, thanks to ITU's Video Coding Standard H.264, I'm with you virtually and in spirit.  I'm very grateful to NHK for initiating, hosting and supporting this event.  This is a very positive signal to the world that the major Japanese broadcasting company is championing the cause of accessibility.  I would like also to thank the ministry of international affairs and communications of Japan, also the bunker foundation and support center for advanced telecommunications technology, research and many co-sponsors for having made this event possible.  

Japan has contributed enormously to ICT innovation, and the work of ITU in particular.  The workshop will discuss two main themes.  Firstly, the lessons learned of the importance of television broadcasting during the Great East Japan Earthquake last year, and secondly, the role of television broadcasting in providing services for all, aged, disabled, or with linguistic difficulties.


Japan has learned a lot from that terrible experience last year, and so can help other countries in being better prepared for such terrible events occurring again.  As with all our workshops we are keen that you conclude with some recommended actions for ITU to take forward.  One outcome of this workshop could be to outline a framework for implementing a rugged and accessible emergency information service on television.  That could be adapted for use elsewhere in the world.


In addition, any actions that could help to include the growing aged population to be fully included in the information society.  Audiovisual and media accessibility is vital, which is why ITU launched the ITU-T Focus Group on Audiovisual Media Accessibility.  Organizing this workshop back-to-back with a meeting of the Focus Group is an excellent idea to maximize the benefits of having so many experts present for both events.  The Focus Group's work is based on the universal design concept in accordance with the UN convention on the rights of persons with disabilities.  Among the Focus Group management, we have several representatives from Japan, including NHK, and NHK has a vast wealth of expertise, not only from its extensive research into media and the elderly but also from its world-class research and development work.


Prior to the Great East Japan Earthquake NHK pioneered a range of emergency alert services that also take into consideration persons with hearing or cognitive impairments who find it hard to be kept informed during emergencies.  The alerts cover the crucial time of the beginning of an emergency but also the provision of live captioning and sign language services in the hours that follow.  It's good to see that the focus groups' strong leadership is leading it towards very constructive results.  Thanks to active participation of many experts from within ITU and other organizations, including academia.  We have some tools and features here today that will facilitate communication, sign language interpreters and realtime captioning.  I'd like to thank all speakers for their efforts to contribute to this event.


To conclude, television for everyone is now making steady progress, from idea to reality.  We hope that you will find the discussions here today productive and contribute to bringing television accessible to everyone.  Thank you very much for your participation.


>> TAKAYUKI ITO: Thank you very much.  Because of the malfunction of the BC -- the video was not very easy on the eyes.  Our apologies, but we appreciate the fact that Mr. Johnson had set aside time to send that video message despite his very busy and demanding schedule.


So we would like to begin this session, but before that, from the steering committee of the workshop we would like to ask the following -- we would like to make, rather, the following announcements.  First, please refrain from eating or drinking inside this conference hall.  Also, may we ask that you switch off your cell phones or set them at silent mode.  Also, this is WiFi enabled environment.  So if you access -- so you will be able to access the Web site through WiFi.  As for details, please refer to the leaflet, which were distributed to you at the reception desk.


Now, we have a very tight schedule for this workshop today.  Unfortunately, we will not be able to set aside time for Q and A.  But what we have done is to take questions through Twitter hashtag, sharp ITU, WS.  Please use the hashtag in the Twitter.  Later on we would like to summarize the questions if we have received through Twitter and hopefully we'll be able to address them later on.  Now, if you're in the audience, please write in your questions in the question sheet, which were provided to you at the reception, and submit them later on.  So with regard to those questions and comments which we received, we hope to share them at the Focus Group, and this will be of great use and reference to us in our future activities.


So without further ado we would like to begin the keynote session.  The first speaker is Mr. Taikichi Sakai.  He is the head of Disaster and Safety Information Center at NHK news department.  The topic is "How Was Disaster Information Distributed Through Broadcasting in the Great East Japan Earthquake."  The floor is yours.


>> TAIKICHI SAKAI: Good morning, ladies and gentlemen.  My name is Taikichi Sakai with the NHK Disaster and Safety Information Center.  I would like to talk about the planning and the development of NHK disaster preparedness framework.  Today I would like to talk about the broadcasting which was carried out in the face of the great earthquake last year and also what we're trying to do in any potential disasters going forward.  So today will be a presentation, if you will, and the report of our activities to date.  

So let me talk about the basics of NHK's broadcasting services in the face of emergency.  In terms of emergency broadcasting, we have to protect the lives of the people.  This is the overarching principle in major emergencies.  We will provide nonstop emergency programs using all available channels to us.  Information which will help to minimize the disaster will be provided as soon as possible and in a straightforward manner as much as possible.


Emergency broadcast takes the priority above any other broadcast, so therefore we carry out training and -- training on a daily basis so that we could improve the accuracy of emergency broadcasting services.  Now, at the time of the Great East Japan Earthquake in March of 2011, NHK exerted maximum efforts in providing emergency broadcast, at 2:46 in the p.m. the earthquake occurred.  And we provided emergency alert and immediately all channels in radio and television were switched to emergency broadcasting and continued to provide broadcasting since then.  So at general television for one week up until the 18th all regular programming was suspended and we provided emergency broadcasting on a 24-hour basis.  So one week worth of emergency broadcasting on a 24-hour basis.  This was the first ever for NHK.  So this represents the sheer magnitude and scale of the disaster that we faced.


Now, at general television we carried out over 572 hours' worth of broadcast in relation to the disaster.  At the time of 1995 great Kobe earthquake it was 273 hours so this time around it was twofold, so therefore all abilities we had at our disposal was utilized to provide emergency broadcasting.


Now, I would like to show you some experts -- excerpts of the emergency broadcasting which we carried out.  90 minutes after the disaster.  This would -- we summarized into ten minutes.  The emergency broadcasting which we carried out.  So from the time of the earthquake up until the tsunami what broadcast did we carry out?  I think you'll be able to check that.  It must be simultaneous.  It must be on the spot.  So therefore emergency broadcast, the risk of disaster occurring must be provided quickly to as many people as possible, and when there is indeed a disaster, the status of the disaster and the damage must be provided to Japan as well as to the world as soon as possible.  

Now, at the time of March 11 we were actually broadcasting the debate at the Japanese national Parliament, but after the emergency warning we knew that this was a major earthquake so therefore we switched to emergency broadcasting.  Please take a look at the video.  My apologies.  Please wait for the video.


(showing video:)

(speaking Japanese)


>> This is earthquake early warning, which is warning that a very strong quake could occur.  (speaking Japanese)


>> The following should be aware of strong earthquake (naming cities).  There is little time left before the earthquake.  Please secure your own safety.  Get away from unfixed furniture.  Please be aware of falling objects.  An earthquake early warning has been issued for (naming cities) Prefecture.  Please secure your safety to avoid injury.  Please get away from unfixed furniture.  The Parliament, the diet building is shaking.  The shaking is continuing in the Parliament chamber.  It's been ten seconds since the earthquake.  

Breaking news.  We want -- we would like to offer information about tsunami at the -- the Tokyo studio is shaking right now.  Emergency alert.  Emergency alert has been issued for the following six -- following five prefectures.  The studio in Shibuya is shaking again.  The studio is shaking.  If you're experiencing a strong earthquake please stay calm.  Extinguish all fires when the shaking subsides.  Please be aware of falling objects.  The studio in Shibuya, Tokyo is shaking strongly.  The studio is shaking strongly.  Buildings may collapse and land slides may occur.  Please guard yourself against falling objects.  The studio in Shibuya, Tokyo is shaking quite strongly.  The studio in Shibuya is shaking strongly.  Guard yourself from falling objects.  Please stay in a safe location until the shaking has subsided.  Extinguish fires after the shaking has subsided and NHK will report the latest information.  Please don't switch off your radio and television.  Intensity report is not being provided.  Magnitude 7 -- correction, earthquake on an intensity -- making intensity report.  7 for Miyagi, north density 6 out of 7 for the center -- central part of Miyagi and also seismic report continues for the coastal area, and the (inaudible) area.  This is the sound of the major tsunami warning.


>> Warning.  This is an emergency tsunami.  The meteorological agency is expecting very high tsunami in the following areas.


>> A major tsunami warning has been issued for Miyagi Prefecture, people near the coast or river mouth, please evacuate to high ground.  Miyagi is the municipality closest to the epicenter.  The crisis team chief is on the line.  Mr. (?).


>> Yes, (?) is my name.  Miyagi has observed a very strong earthquake and understand the tsunami is expected to reach the coast.  A major tsunami has been issued.  Are you feeling -- do you have any information about the damage?  We have received no reports on damage yet.  We're showing at the moment of the earthquake at Sendai broadcast office.  This is the moment of the earthquake, NHK Sendai office, in the Alba district of Sendai.  We see falling objects.  This shows the moment of the earthquake from the (inaudible) city in the prefecture, also a very strong earthquake can be recognized.  This is the scene from the Japan railways, Sendai railway station at the moment of the earthquake.  This is from the Sendai station, we experienced a very major quake.  We continue to experience tremor in the studio.  We're showing you live from the Kesennuma area, Kesennuma Bay.  You see ships that are docked and the screen is swaying.  NHK Sendai station is experiencing earthquake.  You can see that the shake is quite strong.  This is live feed from Ishinomaki and this is also from the earthquake.


>> This city is experiencing intensity of 7 on a scale of 7.  This is from Kamaishi of Iwate Prefecture.  We would like to switch to the studio in Tokyo.  We have new information.  A major -- a major tsunami alert has been issued.  We see cars that are on the coast road highways.  Please, please evacuate to safe ground as soon as possible.  A tsunami alert has been issued.  Those near the coast please evacuate to high ground as soon as possible.  We see many cars that are now being swept away by the tsunami.  We see cars that are overturned.  Many cars are being washed away.  This is live from Kamaishi city.  A warning has been issued near the coast or river mouths.  Evacuate as soon as possible.  Those near the coast or river mouth evacuate as soon as possible.  Don't go near the coast or river mouth.  

An earthquake with an intensity of 7 has been issued.  Waves seem to be gaining speed.  The water is reaching high places, even fishing vessels are now being swept away.  This is from Kamaishi, the prefecture, the boats are being swept away.  The water is gaining speed.  The tsunami is gaining speed.  Water is -- is the water reaching the buildings?  All buildings are now being washed away.  The buildings are being washed away.  We see a very sunk -- warning has been issued.  Please evacuate to high ground as soon as possible.  We see cars being swept away.  Large buildings are now being swept away.  And right by the building a fishing boat -- a fishing boat has crashed into the embankment.  50 centimeters worth of tsunami.  So it is a series of emergency alerts, emergency alerts.  Large ships are now being swept away.  You will see the scene of the tsunami.  This is live.  This is from Aichi City in (?) Prefecture.


>> Live feed from Sendai.  Is this river?  Yes, the tsunami is running up the river.  You can see white wave heading toward the right-hand side.  You are watching live images from the scene, and now this is on land right now.  Houses are being washed away by the tsunami.  Houses and buildings are being swept.  Fields are being flooded, fields are being flooded.  Buildings and cars are being swept away.  The sea water and dirt are now mixed up.  And they're now running up not just the river but up the land.  So please, please, evacuate as soon as possible.  Those near the coast and those near the rivers, please evacuate to a safe place.  

The wave is swallowing up vinyl houses and houses.  At the time of the Indian ocean tsunami near Sumatra island, similar scenes were witnessed, mixed debris and sea water.  So it really is mixed debris.  In this case standard wooden houses will be washed away.  So when you evacuate, find a ferroconcrete building, at least three floors from the ground.  A major tsunami alert has been issued.  Please evacuate to high ground.  Evacuate to as high a place as possible.  Tsunami has arrived in some places, but even in areas where the tsunami has not yet reached an even larger tsunami may come.  Please do not go back to your houses.  The seismic center is large and the seabed shear is significant.  This is live from Sendai City.  Again, you see white waves near the coast.  We repeat, a major tsunami warning has been issued to the following prefectures throughout Japan.


(music playing)

(end of video)


>> TAIKICHI SAKAI: so we have shown you a video which summarized the emergency broadcasting.  Initially we called upon alert toward the earthquake and then after major tsunami warning was issued.  My apologies.  So these were the priorities in our broadcast, but at the end of the day many people still lost their lives.  So through emergency broadcasting I think we were able to learn and draw upon many lessons.  So based on the broadcast that we showed to you earlier, let me talk about the characteristic of the broadcast.  NHK has a system to provide information.  Tsunami and earthquake-related information comes from the Japan Meteorological Agency, and NHK has a dedicated line connected to the Japan Meteorological Agency in receiving the information, and when we receive the data we create a system -- we have a system, rather, whereby we can provide broadcast as soon as possible.  

Now, this is the screen from the actual broadcast.  Left-hand side shows the earthquake information such as the intensity by region.  The right-hand side shows the areas where tsunami warning were issued.  So such screens.  When we receive information from the JMA, this screen will appear because in a couple of minutes a lot of (inaudible) disaster, so therefore the fact we can automatically create the screen allows us to provide information as soon as possible.  

One other characteristic is this:  This was shown in the initial screen.  But we show earthquake early warning system.  In other words, before the tremors occur, earthquake early warning is provided.  So high-performance seismographs detect a P-wave and then the so-called S-wave arrive.  So the JMA capture the P-wave possibility with their intensity measurement and they provide estimations about epicenter magnitude and intensity and then provide information about where large tremors are expected.  

Now, NHK, when we receive information about the early warning of earthquake, we use all television channels and radio channels providing information to as many people as possible as soon as possible.  It's important and that's why it is automatically broadcast.  So we can broadcast automatically within one second after the information from JMA.  So we provide the chime or the alert sound and the script on the screen together, and also in the case of radio we provide synthetic sound, which is a chime sound, and we provide automatic voice.  So automatic broadcast.  For the first time ever it was carried on through all the four television channels and three radio channels which NHK has.  

We actually started in October of 2007 and before the March 11 earthquake in 2011, 17 times whereby we actually utilized the earthquake early warning system.  Now, after March 11, in one year and two-month period we actually used the system 108 times.  At the end of the day we had some cases where the actual intensity did not reach the expected intensity.  However people recognized the value of the earthquake early warning broadcast.  So therefore, providing accurate information as soon as possible we strongly feel the need to provide such information.


Now, here I would like to talk about the NHK original sound for earthquake early warning, the chiming sound.  This is the sound (chiming).  This calls attention to strong tremors.  So you heard the chime sound or the NHK original sound for earthquake early warning.  Later on Professor Ifukube will talk about this but he supervised the sound, and NHK, in cooperation with NHK Science Technology Research Laboratories created the sound.  We were very careful -- we were very concerned about the following.  We wanted to call attention to the strong tremors and encourage evacuation, but then we don't want to cause panic either, so we made sure that this was a unique sound and the sound must not be unpleasant, and it must be easy to hear by anyone, even with people with disabilities.  So people who are hearing impaired or people -- and people of all ages, we carried out trial and error with many audiences.


The broadcasters and radio broadcasters in the private sector after they came to us later on that they wanted to use the same sound.  So some broadcasters and some organizations are wanting to use the same sound.


Let me now talk about the tsunami warning broadcast.  The Japan Meteorological Agency provides a tsunami warning within three minutes after the earthquake, and because major warnings could be provided, we prioritized this broadcast.  And we provide areas where the emergency warning was provided by different regions and different colors.  Now, when the tsunami warning is broadcast, we provide emergency warning broadcast using a very special sound.  So emergency warning broadcast system.  Signals are sent at the same time as the sound.  And the television and radio will be automatically activated by the special signal.


So the audio -- or alert sound will sound out, in order to encourage people to activate.  So even at nighttime television and radio will be automatically activated by the signal.  This has been an operation since 1985, and so in the case of a tsunami or earthquake broadcasting is concerned, and the case of declaration of great (inaudible) earthquake prediction and if there's request by governors and mayors it will transmit emergency warning signals.  We carried out this broadcast 21 times since 1985 and all of them were for tsunami warnings.


Now, this is the screen for tsunami warning map.  We improved this last year.  We changed the line of the color.  In the past we had two colors, red and white, indicating the area.  However, people who actually saw the broadcast said these colors were very difficult to recognize, so in the case of major tsunami warnings, we decided to change the color.  So we changed the color to purple in providing the tsunami warning.  When we chose the color, we made sure that we received the input of experts who were studying about visual impairment, and we made sure that the colors could be easily identified by even people with color vision problems.  In the case of private sector broadcasters they're also beginning to use the same color.  So if there is major tsunami warning, all television stations are now using the same color for this map.


Let me continue on with my report were the emergency broadcast during March 11.  Now, at the time of the disaster we also provided information about the safety and the whereabouts of the people and also information about availability of services such as water.  In the case of NHK, television audio will actually be utilized for radio broadcast at the initial stage.  At the time of March 11, all seven channels for television and radio provided same emergency program for 40 minutes.  And for the next couple days all seven channels broadcast each special programs about the disaster, earthquake and tsunami intensity, the information about the nuclear plant, traffic-related information and information relating to missing persons.  The amount of data that needed to be broadcast was very large, so therefore from the fourth day onward we decided to have a demarcation of rules among different channels.  

So this is the rule of each channel.  General television and broadcast set -- broadcast satellite channel 1 focused on disaster news as special programs.  ETV and BS2, information of missing persons, information of relief services and supplies, program for children and the handicapped.


In HDTV provided normal program.  In the case of radio, similar division of roles were carried out.  We decided to resume children-related program.  People felt that they feel overly gloomy if all the programs were emergency programs so they decided to resume the children and handicapped-related program.  We're running out of time so I have to hasten.


Information of missing persons.  Missing people and also letting people know that their family are all right.  On the evening of the March 11 we started that information.  Also using data forecasting we made the list available to people can search regarding the people in evacuation centers, we also used a list of evacuees.  The information that would be useful for daily living, people who disaster stricken areas, on the following day the March 12, we started the broadcasting also that was the broadcast locally.  When the water and food will be delivered, what about the medical services, and also public transportation availability.  That was also broadcast from the people in the evacuation center.  We listened to the voices of the evacuees, what are missing, what do people need.  Such matters were also broadcast so that support can be given to the victims.


As for the disabled people, there was broadcasting for the handicapped.  From the 11th, the emergency news captioning was provided.  Also as much as possible captioning was provided when the news was related to the disaster.  On E channel we had -- used to have just two -- two sign language news, but the frequency was raised to four times a day.  And also the live broadcast of the prime minister press conference was given with sign language.


For foreigners using the soft channel and also radio No. 2 with the multilingual broadcasting, the information was provided even when the tsunami warning was given using English as a main language, in four languages, the emergency broadcast was done, asking people to evacuate.  The nuclear power plant, concerning that disaster, the emergency evacuation was requested.  And as much as possible the -- concerning the broadcasting for people, Japanese and English language broadcasting was provided.  And -- in the general, in the subchannel, the English news was also given.  NHK, delivering such disaster-related information.  We used not just TV and radio, but in addition to that various kinds of digital media were utilized.  We also collaborated with external sites on delivering TV broadcasting.  Internet was used by many people, delivering information, collecting information using Twitter was also very useful.  Various means have been utilized and broadcasting was continued.  

Many people fell as victims, close to 20,000 people dead and/or missing.  Concerning handicapped people, our welfare TV crew (inaudible) from Fukushima, the death ratio was 2.6 -- 2.06%, double the death rate per population.  Concern the emergency broadcasting by NHK it has been evaluated highlight by domestically and internationally.  None of us who are involved in broadcasting are satisfied with what we have done.  We could have saved more people.  We could have saved more people.  That's what we've been thinking.  

So based on the lessons learned, we would like to improve the broadcasting to reduce the disaster, the impact, so that we could save more people and we're trying to improve our way too.  One is to reinforce broadcasting systems against major disasters concerning the content when tsunami warnings are provided, evacuate to higher places immediately so that we could deliver message in stronger manner, we are now using kind of a strong order type of messages.  And -- provide information in larger font so that people with cellular phones can read it very easily.  Regarding captioning broadcasting, the voice recognition technology of research libraries are used so that it will be improved.  At the moment mainly it is from the headquarters, but from the local broadcasting, we were planning to expand the scope, using the subchannel, the audio description should be improved.  We are planning to do so concerning the programs with sign language.  We are planning to improve the providing information at the time of disaster.  In last September the special news were given with sign language when typhoon hit Japan last year.


On the Internet, there's a site started in April where it's easy to understand Japanese news is given.  The lexicon -- the function is also given so that the -- how to read -- the phonetic reading of difficult to read Chinese characters are provided, given.  We are trying to improve the using various measures but we are not satisfied.  Going forward, as NHK, based on the idea that information can save lives, we want to incorporate new technology so that we can deliver information -- the needed information without fail.  To do this there are many things we can learn from your researchers and activities.  I would like to ask for your continued support and guidance.  I'm sorry, that was the end.  It was a rather sketchy explanation.  I would like to thank you for this opportunity.  Thank you very much.


(Applause)


>> Mr. Taikichi Sakai from NHK news department, Head of Disaster and Safety Information.  And for the comments and questions regarding Mr. Sakai's presentation please submit in the feedback form.  I'd like to request your cooperation.  Let's move on to the second keynote speech.  What is required by a society with an aging population.  It is an honor to welcome Dr. Tohru Ifukube, the Institute of Gerontology, Professor Emeritus, University of Tokyo.  Please go ahead.


>> TOHRU IFUKUBE: Thank you very much for the kind introduction.  From University of Tokyo, I am in charge of the Institute of Gerontology.  My name is Tohru Ifukube.  In the aging society, what is required for (inaudible) and I was requested to make a speech as a keynote speech, and this is a very difficult topic but somehow I managed to compile this presentation so that I hope every one of you here with us today will think about some solution.  

Now, as a part of my self-introduction, as we have just heard about the emergency chime I was asked by NHK, back in 2007, as I recall, this is the emergency chime that they want to have, and this is just an official story, but I had been investigating the technology -- assisting the hearing impaired and I have the track record of such activities, over 40 years.  And NHK requested me to utilize such experience and also my uncle was the composer of the music for the very famous movie Godzilla and my uncle was famous for that movie.  And because of my background I was asked to supervise the making of this emergency chime.  So I created this sound under the guidance of NHK and I exercised freedom in preparing this chime.  And let's play Godzilla music.


(music playing)


>> Movie Godzilla is using a lot of sensories of the human beings, perceptions of the human being.  (sound).  There went one, the perception of Godzilla.  Godzilla shows up when you look up in the sky.


(music playing)

And the music prepared by Dr. Ifukube, and the sound effect will create a sensory effect.


This is the part of my very root of my perception research.  And, in fact, I actually used -- I didn't use Godzilla music itself.  I grew up in Hokkaido and I came across Japanese indigenous people called Ainu, and my uncle was also -- took some motif from Ainu music and he has prepared a symphony.


(music playing)

And this part of this music of symphonia, it seems that there were very good characters that fit to the warning chime and then (inaudible) is changed and I prepared several versions like this.


(music playing)

Another one.


(music playing)

The second part of this chime is resembling the sound of tsunami, and I have created two chimes and -- the chairman have picked up the current warning chime.  You've been listening to this chime many times today.  It goes back to 1970s when I started my research, and at the time of Hokkaido University, there were medical department and (inaudible) department getting together to research into how to save people's life, and there were particular lab like that.  And we have used that research results to assist the circulation carry out circulation, and that was my biomedical engineering after that.


People have studied to have a different value, and if they suffer from disabilities or difficulties they want to participate, the society, and in order to help these people there has to be some technologies.  But we don't have much technology in that area.  Therefore, we have developed the assistive technology.  Back in 2002 Tokyo University studied a barrier-free technology and I have joined their effort.


There were many issues in developing assistive technologies.  For example, there is almost no basic science.  If a person lost some function and you have to investigate into the undiscovered functions or mechanism of human beings and it is very difficult.  And also, even if you were able to create some tools and machines, market is very small.  Therefore, we can't develop into a major industries.  So I have struggled with such decades.  But now we are stepping into a different era.  This is a chart back in 1950s, and since year around 2000, we are the top runner in terms of the ratio of the aged population.  Ultimately 40% or so will be comprised of the elder citizens in Japan.


Such people in terms of hearing were visible and other functional abilities will be (inaudible) and I wanted to find some ways to help these people so that they can find the meaning in their living and they can participate in this, and that type of technology will be required more in the society.


In 2010, the national government have started some program, which is to enrich the elderly, aged society and the government requested me to develop technology in this area and I've been in charge of that initiative.  In order to help support the elderly there are two perspectives.  The first one is for the healthy.  I will talk about this later, healthy elderly.  More than 70% of the healthy want to join the social activities, and we want them to find a job and they can find a better meaning in their lives, and that will ultimately boost up the Japanese economy as well.


Having said that, there are many elderly suffered from some type of disabilities and they won't some assistance as well.  It's not a clear-cut line, but when the healthy elderly and the elderly disabled, we want to reduce the burden of the nursing care and also we want to improve the quality of life for the people taking care of such elderly, and as a result the total quality of life of the elderly will improve as well.  And we want the elderly to lead a healthy life and participate in the society.


So this type of cycle that I wanted to establish so that we can help solve these two issues at the same time.


Now, the younger ones versus the elderly.  There are clear differences.  The horizontal axis is 65 -- 75 years old, and those who suffer from disabilities in their younger age, compensation function works very well.  What I describe as plasticity, which is that the brain or other function of the body will adapt to the disabilities, the changes in the inner self, or inside of the body, the compensation functions work very well.


Well, of course compensation works for the elderly as well, at the much less level.  But on the other hand, the elderly enjoys more knowledge and experience.


But of course this elderly, despite the high knowledge and experience needs nursing care and rehabilitation as well, so we want -- I wanted to develop my technology according to these distinctions.  Now, for the healthy elderly people, during two or three decades some researchers have investigated into the level of activities and capability of activities of the healthy elderly.  Surprisingly compared with 20, 30 years ago, elderly in the modern world actually have better ability in terms of ability to think and ability to act.


The vertical axis is the level of independence, how independently they can lead their own lives.  And this is the score.


So around the age of 70 years old there's no change, and after that people started to see some decline in their independence level, and 70% of the people are on that gradual decline level.  So this level is actually shifted by 10 years' time on right-hand side.  There's another discoveries, which have discovered way before, the memory capability of the brain.  The horizontal axis the age, and there's the ability of short-term memory, for example, remembering the person's name and whether they forget in the next day or hour later.  So such temporary memory capability will deteriorate.  However, other abilities such as language and vocabulary, number of vocabulary will be increased up to 70 years old, and also problem solving capabilities such as activities of daily life will also improve until 70 years old on average.  So how we can utilize such abilities well and tame how we can help assist compensating the deteriorating ability.  

So my project focus on these areas.  WHO, World Health Organization is proposing some idea back in 2001, in their day-to-day lives, what would be the priority which requires assistance.  Information acquisition.  When that capability deteriorates and assistance is required, and then after that communication ability deteriorates and then we need assistance and also mobility assistance as well when they can't walk any longer, then what needs to be done.


This is the discussion in the committee, but when the physical body is concerned, senses, brain and motor functions, how we can compensate such functions.  And ultimately by using ICT and IRT, the robotic technology, which is -- Japan is very excellent, and we could be utilizing such technology.  And in the communication and information acquisition, they are in today's seminar, for example, televisions and Internet, how we can utilize these technologies to help support the elderly.  For the elderly people according to the NHK's research, what type of media is indispensable for the elderly, and this is the information provided by the NHK Science and Technology Research Laboratory, and this is in terms of the percentage and the horizontal axis showing the age.  In the case of male, at the age of 60 and 70 years old, TV is increasing drastically and the Internet is on the declining trend drastically, and the same for female as well.  Television is indispensable, and over 70% answer that TV is the first priority.  And perhaps Internet is still difficult to use, but Internet is on declining trend.  

And next research is about how long do people watch TV in a day.  At least four hours a day accounts higher percentage at the age of 60 years old for the male, and in the case of the female, again, at the age of 60s and 70 years old, majority of the people are spending over four hours in front of the TV.  And what type of TV program that they are watching?  Entertainment is declining as they age, because perhaps entertainment problems are targeting at younger operation -- entertainment programs are targeting at younger operation.  News programs are on an increasing trend as younger people age.  This is the same for male and female.  Educational is flat over the years.  

From the different perspectives, is your TV your friend?  And this is the answer to such question.  Over 70 years old, 35% of the male and 51% of the female answer that a TV is indispensable friend.  So such elderly will feel very unhappy and massive loss if they can't receive information from TV.  So we have to make TV that everyone can acquire information.  And in that regard NHK is publishing many researches and in such institution I'd like to present my research result.  How we can assist hearing and reading by using TV.  For example, those who have lost the hearing ability or visual sense, then we have to think about how we can utilize the functions remaining for the elderly.  We've seen some recent trend that we could assist by combining Internet and TV.  That was prepared back in 2002, and there is an international Congress of universal design at Yokohama, and discussions at the -- this Congress was also transferred to Sopporo, who was preparing the captioning and the captioning was provided both in Japanese and English.  

At this presentation in English, as you can see from the screen.  So therefore, as you can see, using display of Internet and television, no matter where you are, no matter what the language is, you will have access to information.  This system was created in 2004, and the systems are now displayed on mobile phones.


So as you can see, you see caption systems being displayed on mobile phones.  So this is for the hearing impaired and how we can actually augment the lost function.  The same can be said for visually impaired.  This is a female researcher from IBM.  She is actually blind, but she was with Eter University for four years at the doctorate degree level.  She wanted to make sure not just in terms of text but people who are visually impaired, maybe the screen (inaudible) can be attached whereby the text can be converted into sound.  But these days people want not just text but want video.  They want images.  

So therefore for the visually impaired people, television and Internet has actually become much more remote.  So this researcher did this series of research.  It's a very fast-speaking sound.  You see, this is the speed of the sound that people are hearing through the screen reader.  This is the original sound.  In other words, we're talking about visually impaired people, but the language processing capacity has to be expedited because if you're visually impaired this is the pace at which you have actually captured the sound.


So it is important that the text information on the screen be converted into sound, but at the same time using tactile function be able to capture the information.  This is the sound from the news program, and also the title at very large italic will provide information in tactile function, in other words, how to leverage the available function is very important.  Now, if you lose a certain function, then another function will appear.  This is something that we are very mindful of when we consider assistance to be provided.


Now, again, in order for everyone to acquire information, we have to focus on so-called compensation function.  If you lose your visual function, then parts of the brain can be activated to receive compensatory function.  So we need to do research into these functions so that we could leverage compensation and allow access to information and provide something to augment the lost function so that everybody will be able to acquire information.  This is very important.


This is a doctor who has also lost the visual function.  He has an excellent perception.  He is not able to see, but he's able to sense if there is any potential obstacle in place.  Please observe.  Please observe the video.  Mr. Suzuki cannot see, but -- oh, I can feel something.  You see, even within two meter distance he can feel a potential obstacle.  The sound changes if you come close to an obstacle.  That's what he is saying.  There is something in the back of me.  Now there is something towards the right-hand side.  There's something in the back.  I think the size of the obstacle is as large as a person's face.  And it seems to be fairly solid.  Actually, there is a lot of sound in the studio.  If we do the same test in a room where there is no sound, he cannot detect.  You see, people who grow up in darkness, when an enemy approaches, they will detect whether or not the approaching object is a friend or a foe.  That perception was required when we used to live in the ancient times.  So we have that potential, and that potential has been translated into actual function.  So we need to research into that.


Now, this gentleman is Dr. Hukushima.  He has been involved in joint research with myself for the past ten years.  At the age of 9 Dr. Fukushima lost his visual abilities and he lost his hearing ability at the age of 18.  We have a technical group inside my team, and several teams came together to consider what assistance can be provided to people who are impaired.  Mr. Satu Fukushima is blind and deaf but became a professor for the first time in Japan.  So how can he communicate?  I'm afraid you are not able to see that.  This is an image showing finger braille.  He's able to express the 50 Japanese alphabet with finger braille.


With finger braille it's easier to capture the information.  "I'm the original creator of the system."  That's what he is saying.  I'm afraid you were not able to see this, but there is a translator standing by, and the announcer of NHK asked the question through the translator, and the translator, finger braille, that allows the communication.  You might wonder how it is that this type of physiological communication can be done in several seconds.  But I think recent research has actually provided the basis to illustrate that this is indeed possible, and the adaptability of the brain is the key.  Again, finger braille, we showed this earlier, so tactile tenses are utilize -- senses are utilized, and it's -- it's actually based on the -- you see from the tactile function you go to a part of the brain and that provides visual function, and you recognize that this is a question, and so that information is then conveyed to the part of the brain that handles speech and understanding.


So this is the flow of the understanding.  So this shows the adaptability and the plasticity of the human brain, and lost sensory functions can be compensated based on tactile function.  So based on this we decided to use cell phones and tactile mobile phone was developed.  For example, the sound captured through the microphone is illustrated in the sound fashion, and the tactile sensory captured information is then translated into tactile display, so please see the actual usage of the service.


D and O can be distinguished.  You see, on the bottom you have the camera, and you can actually touch the letter.  It's very easy to capture, isn't it?  It's very, rather easy to understand.  N is also very easy to capture.  Also, through tactile sensory you're able to actually defeat the sound like this (making sound).  So this is also now a possibility in this day and age.


So what type of assistance should be provided?  Why not leverage Internet and television?  That's one thing, but another, in order to encourage social participation among the aged, what needs to be done?  How can telecommunication and television actually be leveraged to allow participation of the senior citizens?  This is one proposal from NHK.  I think we had vertical linkage between people and broadcasting and also the Internet by using telecommunication.  Why not have a more horizontal model.  What was personal and segmented actually can be converted to something that can be shared.  So that's how, perhaps, we can enable participation of the senior citizens in society and also the information and also the knowledge and the expertise of the senior citizens could also be shared.


So to share knowledge and oh inherent knowledge, experience and skills from the people, we could actually provide archives.  Why not use the horizontal model to process a link, knowledge and experience as the skills that the elderly have and have the younger people actually succeed such an asset.  That is my aspiration.  And second, to promote social participation and employment among the senior citizens, we need to set up communities, for example, people with shared knowledge, programs, or shared knowledge and special skills.  Such communities could be established, and that information could be, perhaps, conveyed to other communities.  Again, age tools for information, acquisition and transmission must be utilized so that at the end of the day we could actually enable social participation of the elderly, which actually leads to providing greater motivation to these people and greater academic growth.  

I mentioned more than 75% of the elderly healthy want to have participation in the society.  If we could pave the way for that then this will be very good for the health of the society and for the Democratic development of the society, and it will actually provide motivation for these people.  And also if the assistance for the disabilities could be developed, then the quality of life could be improved.  So we could make these contributions.  So we could actually provide such a link, and if information technology and broadcast or television could be linked, then a new development will take place in the TV universe.  And ultimately economic growth and quality of life, which was weakening up until now, could be enhanced if we could encourage these new development, then we can see both economic growth and increasing quality of -- and increase of motivation on the part of the elderly people.  So in an aged society, what is expected from the media?  I think these are the two:  Providing assistance to the elderly and enabling healthy elderly to participate more in the society.  Thank you very much for your kind attention.


(Applause)


>> TAKAYUKI ITO: Thank you very much Professor, Ifukube.  With regard to the presentation if you have any questions or comments, if you could please use the Twitter or use the question sheet which was provided to you at the reception desk.  We would now like to take a coffee break at this juncture.  I'm afraid we are behind the schedule.  We would like to resume at 11:10.  So we will take a coffee break until 11:10.  You will find the restrooms on the left-hand side of the hall.  Also we have coffee available in the foyer.  Please help yourselves.


(break)

(music playing)


>> TAKAYUKI ITO: There are a few in the foyer.  Since it's time you are kindly requested to be back in the hall.  Please be seated.  Since it's time we would like to start the next session.  

Since it's time we would like to resume the workshop, session 1.  Expectations of visually and hearing impaired persons regarding media accessibility.  As you already know, nothing about us without us is the slogan.  Without handicapped people we cannot discuss these issues directly from visually and hearing impaired persons, we should really listen directly from them.  The first speaker is Mr. Tadashi Takaoka, the Japanese Association of Hard of Hearing People.  It's entitled "Proposal for Barrier-Free TV Broadcasting for the Deaf and the Hard of Hearing."  Mr. Takaoka, please.


>> TADASHI TAKAOKA: Good afternoon, ladies and gentlemen, or good morning.  From overseas we have so many guests attending this workshop.  I am so glad to be given this opportunity to address so many of you.  I'm hard of hearing.  I have cochlear implantation.  In 2011 there were three major events that had a major impact on the handicapped people who enjoyed TV.  First was the eradication of the Convention for the Rights of Persons with Disabilities.  The basic act for persons with disabilities was revised last August.  The act took effect on -- the article of the said article defined handicapped people as those who are impacted by social barriers or social obstacles.  On the Article 22 it says that the government and municipalities are obligated to implement measures to foster the utilization of telecommunication and broadcasting.  

The second event was the Great East Japan Earthquake that happened on March 11, 2011, and the following nuclear power plant.  In Miyagi Prefecture.  This is also from Watari, the coastal area.  The tsunami swept away almost everything.  

The third was switch-over to terrestrial digital broadcasting from analog broadcasting and the development of IT technologies.  The competent ministry MIC conducted study meetings to improve the broadcasting for visually impaired and hearing impaired in digital broadcasting year, which was held from December of 2011 till April of this year.  All Japan association of deaf and hard of hearing and hearing-impaired organizations asked broadcasting organizations the following items:  The first, make it mandatory for broadcasting, the organizations to have captioning.  Also, set target for sign language broadcasting, especially in case of emergency captioning and sign language broadcasting must be implemented.  Those are the requests that we made.  We found out that there are major problems in the current available broadcasting for hard of hearing to enjoy them.  First, most of the local broadcasting organizations cannot produce captioning and cannot broadcast them.  Regarding the reasons, they don't have a system to produce captioning.  They also do not have facilities to superimpose the produced captioning on the actual programs.  

Second, concerning the sign language broadcasting, NHK general television hasn't really provided the sign language broadcasting.  It's done only on NHKE television.  The ratio of the sign language broadcasting is only 2% NHK and all the commercial broadcasters combined, the ratio is still less than 1%.  Third, concerning the cost of producing captioning in case of Japan, it's 7 to 10 times higher compared with western countries, if you look at the cost.  Regarding the reasons why it's so costly, I believe it is because of the broadcasting law or act that doesn't allow any typo and also some ideas, protesting by the broadcasting organizations.  

Concerning the standard of the Japanese terrestrial broadcasting it is not accessible, in fact.  For instance, the captioning can be display only within the picture.  According to the standard, it cannot be displayed off the picture.  Second, 5.1 channels surrounding the broadcasting of the terrestrial broadcasting, this cannot provide audio description.  When the 5.1 channel surrounding standards were created, or when the TV receivers were sold, the older description was not taken into consideration.  Third, closed signing is not available, similar to captioning broadcasting.  Concerning the Japanese terrestrial digital broadcasting, its standard doesn't allow it to be available, together with the high-definition images.


Concerning these issues when the standards for TV broadcasting were created or when the contents were developed vision impaired or hearing impaired organizations were not involved.  That is one of the reasons.  In Japan three-dimensional TVs are marketed and sold.  When the standards were set, the visually impaired and hearing impaired organizations were not involved.  In the development of hybrid casting or in the development of super high vision or high-definition system, visually impaired, hearing impaired organizations have not been involved.


But the organizations of the handicapped people are trying to promote measures to improve their situation, and let me share some of them with you.  One is TV that can be heard with the eyes.  For hard of hearing using the telecommunications satellite content are provided.  One service is to add sign language and captioning to the images and the sound provided by TV broadcasters.  The left slide shows the studio.  The sign language and captioning is provided and using the communication satellite in the middle, using wire -- the receivers that are placed on the hard of hearing, it can be synthesized with the TV images.


The hearing impaired watch the screen in the following way.  On the top left ordinary TV images are shown using the remaining space, the sign language interpretation and captioning are displayed.  Concerning the news of Great East Japan Earthquake that happened last March, on the sound that was asking people to evacuate, there was no captions available.  There was no sign language.  So this TV, that can be heard with eyes, provided the sign language and captioning.  This TV that can be heard with eyes did their own work to collect news and broadcast by themselves.


The next is a communication support project provided by Nippon Foundation for Distance Information and Communication.  iPad is used and interpretation center who is at a distance, the operator there can interpret with the sign language and using letters for hearing impaired.


In Japan there's no telephone relay service available in Japan.  2004 -- November 2004, Japan's telecommunication accessibility guideline was posed to the ITU at the ITU specifics were discussed, and the telephone relay service implementation stipulation was incorporated in the text.  However, in Japan this telephone relay service implementation stipulation was incorporated in annex, not in the main text.  The implementation has been in a way sidelined.


Concerning this system, by listening to disaster FM stations broadcasting on the Internet, which it's simultaneous, on each locality one can have information using Twitter, Facebook or Internet Web.  We believe that these services should be provided by broadcasting these organizations and telecommunication organizations.  At the moment concerning the standard that sets the standard for accessibility quality concerning Internet Web sites there is a design guideline that takes into consideration the elderly and the disabled concerning devised software and services in telecommunications.  The third step, Web contents, (inaudible) investor standards, X8 341-3.  This shows the accessibility quality concerning Web.  The lowest ranking is A, and the lowest ranking A says that the captioning service must be available to videos.  

In order to improve the situation like this I believe the national policies and the policy implementations are critical.  First of all, in response to the revision of the basic act for persons with disabilities, broadcasting with captioning must be made mandatory and standards for accessible broadcasting made into laws and regulations.  Also, there must be involvement of the handicapped people themselves.  The national leadership is important.


Second, concerning the broadcasting organizations as a part of social responsibility, they must -- or they should provide universal broadcasting, irrespective of the management situation, they should ask sponsors to bear the burden and it should be budgeted, captioning, sign language, broadcasting, acoustic compensation are not costs.  It's sharing of intellectual property using waves which are public property, and this is really about ensuring basic human rights, and it is an indicator of the cultural richness, I believe.


Third, the government themselves should also expand the scope of support such as extending loans for introducing the facilities by the local broadcasters and to the extent support to (inaudible) handicapped people themselves who are offering communication services.


Next, in order to promote the universalization of media, three things are necessary.  First, media as a whole must be made universal design.  Japanese -- concerning the Japanese hearing impaired, we collected 1.16 million signatures, demanding the legislation to guarantee all sorts of communication and information in the society, and this was submitted to our Parliament, the national diad.  Second is to stipulate the media literacy of the society as a whole.  Here the involvement of the handicapped people themselves is a must.  It is indispensable.  "Nothing about us without us."  It is the slogan advocated by the disabled.


Third, the support by the communities is required.  In the communities there are citizens such as elderly, small children, handicapped, who have issues in using media.  They need the support and they need understanding by the communities.  Through this kind of an opportunity to make presentations the Japanese government and the other governments, I hope that -- the active participation of the disabled, I would like to make those requests to all the government, including the government of Japan.  Thank you so much for your kind attention.  Thank you very much.


>> TAKAYUKI ITO: Representing hearing impaired and there were many precious proposals, and I'd like to take that seriously.  Next speaker is from the National Association of Institutions of Information Service for Visually Impaired Persons.  Mr. Kazuhiko Isai, Adviser.  And his title is "Hopes for Media Accessibility from the Blind and Low-Vision."  


>> KAZUHIKO IWAI: Good afternoon.  I'd like to apologize on two points.  First point is that unexpectedly I am wearing the scarf on my head and perhaps you're very surprised.  I'm suffering from drug treatment, and because of that I try to hide my head today.  And the second point, I was advised that today's speech is preferably made in English and my English is not very fluent.  However, I have prepared the English statement.  So allow me to make a speech in English.  Please turn to the second page.  

In front of the TV, visually impaired persons strain their ears.  Indeed there are investigations of Ministry of Health, Labor and Welfare and concerned organizations.  It is clear that many visually impaired persons use TV, as their first means of gathering day-to-day information.


In the Great East Japan Earthquake, how was the delivery of information from TV used to save lives of visually impaired persons?  And how did it help them endure life as displaced persons?  They had only a warning sound from TV and (inaudible) advising them to (inaudible).  Most visually impaired persons could not understand what was happening.  According to the cabinet of severely impaired persons were hurt twice as much as those who were not impaired.


In any emergency, it is crucial to disseminate information from a number of sources, including data broadcasting, the Internet, cell phones, et cetera, Al with television broadcasts.  For example, although practical use of J-ALERT, a nationwide instant alarm system, is considered, there is no consideration regarding persons with disabilities.  It is important to enhance all information dissemination systems for visually impaired persons by developing apparatus transmitting signal by braille.  Noise, vibration.  Furthermore, such transmission systems should be installed in places where visually impaired persons frequent.


In addition, the Japanese government must specify the radio station which is the audio source of the TV program, and it should be available as an everyday life.  Visually impaired persons have the serious disadvantage and uneasiness of being unable to access data broadcasting, which is shown to be their leading information source in times of emergency.  Even useful information such as the opening day of a supermarket or the start of a support program is offered as written information.  It is of no use unless it is (inaudible) presented in audio format.  We can enjoy broadcasting by (inaudible) and audio in system under development at the NHK Science and Technology Research Laboratory.  Database technology, it will be of great pleasure that the 20,000 visually and hearing impaired persons, like in Japan, can access not all information in times of emergency, but also in the times of peaceful everyday living.


The other guideline to -- administrative guidelines to promote broadcasting was visually and hearing impaired, established in 2007.  Is disappointment as a result of the review after five years from its establishment, when it is prospected to be reviewed.  Also, we evaluated that numeric -- that numerical or target of audio descriptions broadcasting by NHK, commercial broadcasting and (inaudible) broadcasting has issues.


Without audio descriptions broadcasting, we can understand many things whenever:  The announcer does not use the demonstrative pronoun such as "this or that."  And explain audibly a brief description of the charts and the letter information.  In addition, as for comments in a foreign language, we can understand by the dubbing as much as possible or performing a voice-over by Japanese translation.


However, we have to accomplish the following tasks for increase of audio descriptions program:  Especially my proposal is last item.  Promote the employment of the person concerned and cooperate with specialized agencies such as institution of information for visually and hearing impaired.  For example, the (inaudible) corporation, Nippon (inaudible) has taken charge of audio descriptions of the program, which the NHK broadcasting station produced since 2007.  They have created and given about 40 audio descriptions -- scripts of 30-minute program, which for visually impaired monitor check out and visually impaired announcer read aloud to NHK every year.  Because the persons concerned participate in the part of the program production, we can ensure deep consideration having high degree of satisfaction for them.  They have to be (inaudible) realized from the idea of the convention rights of persons with disabilities and the basic act for persons with disabilities in our country.  The purpose, we can find that it is necessary to secure accessibility, the price (inaudible) where the persons concerned exchange their opinions and I make announcement.  Thank you very much.


(Applause)


>> Thank you very much.  Very precious opening from the visually impaired.  Thank you very much.  Now, there are several comments that we received through twitters.  Allow me to introduce to Mr. Sakai, NHK's disaster prevention and safety information.  None related to this disaster-related information despite the organization and (inaudible) learned a lot throughout the great eastern Japan earthquake and within a few minutes automated system is owned by NHK and there is a strong feeling from NHK.  This will conclude the morning session.  And from 1:00 p.m. we will resume the afternoon session.


In terms of lunch, we have provided to the members of the audience information about where you will be able to have lunch.  We have a canteen, or a dining hall, on the 7th floor of this building, but there are also restaurants outside the hall, so we hope that you will help yourselves.  So we'd like to break for lunch.  We'll see you back at 1:00 p.m.  Thank you.


 (break)
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>> Good afternoon, Ladies and Gentlemen.  I'm Dr. Ikaraki in England.  I'm working as an FPGA ‑‑ I'm sorry ‑‑ ITU Focus Group Media Access Working Group D Coordinator, and also I was a project coordinate DDB for all.  Today's presentation on the second session entitled activities toward international standardization in ITU and explaining about what focus groups audiovisual media would do.


The first speaker is Chairman of the Focus Group, Mr. Peter Looms.  His presentation titled "Objectives and Overview."  Please.


>> PETER LOOMS: Good afternoon, everybody.  This is the first session after lunch, and therefore I would try to keep you awake.  I would just like to explain briefly in just under 30 minutes what it is we're trying to do and how we're trying to achieve our objectives.  And I would like to start with some basics.  We've been hearing some very useful presentations this morning about accessibility and Persons with Disabilities.  But perhaps I can spend five minutes explaining why media accessibility.  And that's specifically looking at media and our interest is, of course, digital media.  But human beings say 20 or 30,000 years ago had a largely oral culture.  Our main communication was looking at each other and speaking together and the original meaning of digital was to do with digits or fingers.  So the very first digital images were in fact impressions left by our ancestors on the walls of the caves where they lived.


And in fact, media, as we know them, emerged as a way of collective memory, a way of doing things together, remembering what we've done, what we've achieved.  So 10 to 15,000 years ago, these were cave paintings about successful hunting.  And you can see at the top left, pictures of the hunters with their spears.  And they were chasing after antelope.


We saw about 5,000 or so years ago the emergence of writing rather than just digital images on walls.  So different kinds of writing.  In this part of the world, Oracle bones nearly 4,000 years ago.  In the Maya culture in Mexico, hieroglyphs.  In my part of the world from Denmark, ruins and other images, manuscripts in Europe, and in this part of the world illustrated scrolls.


But all of these required literacy skills, being able to read.


And then over time, it became important to be able to count, to keep track of things.  And again we were using our fingers, using different systems based on five, because we have normally five fingers.


And in other cases, analog systems, with string, with knots in them like the Quipus from the Incas in South America.


So we had literacy skills.  We had pneum racy skills ‑‑ Numeracy skills.


The problems from most parts of the world until about 200 years ago was that literacy and numeracy, to a lesser degree, was something that a few people could do; most people couldn't read.  So this is a church from my country.  And inside, you can see there are a lot of paintings on the walls.  And these were the equivalent of cartoon strips.  These were the ways in which the elite, the priests and the nobles could actually communicate to the peasants, explaining important messages sometimes of a religious content, other times just secular content just with images.


So for a long period, until perhaps 200 years ago, for most people literacy and numeracy was something done buy a few people.  But that's changed in the last 200 years.  So being able to read, being able to write, to be able to do basic mathematical activities became an important part of work, of taking part in society to start within the 19th Century but increasingly so in the 20th Century.


And if we had difficulties with hearing or with seeing things, these were the kinds of accessibility technologies.  So at the bottom you can see some early glasses.  And at the top ear trumpets as a way of mechanically improving the signal into the ears.


But we live in the 21st Century, not the 20th or the 19th.  And in the 21st Century, we may have to talk about not just literacy, reading and writing and numeracy skills but perhaps a wider range of skills, of literacy skills.


And some of these require to be able to understand media.  We heard this morning with Mr. Ifukube's presentation with television, how important television is, and we heard its role on not just entertainment but also as a kind of friend.


So there are a number of prerequisites to be able to benefit from things like television to be able to use our mobile phones or to be able to use a laptop or a computer tablet.


And we can talk about this as digital literacy.  UNESCO chooses the term "information and media literacy."

So perhaps 200 years ago it was important to be able to read and write in addition to our oral communication skills.  Perhaps there are some other competencies that we now need in the 21st Century, because the ways in which we can communicate, the ways in which we can provide information to each other are changing.


So on the left‑hand side, this is a selection of different devices.  Some of these are analog; some of them are digital.  But increasingly there is a tendency to put all these things together, convergence.  Many of the things we can do on the left‑hand side of the screen with our television or our radio or our laptop or our Nintendo DS games player or a watch or other kinds of measuring devices can increasingly be done in one and the same device.  It could be a phone or it can be a computer tablet.


So what does it take to make use of all these things?  If you are a fisherman off the coast of India and you want to land your catch, you may need to be able to use your phone to get a good price and decide whether you want to sail to one port or to another port with your catch.  Or if you're an African farmer, you may want to know where you can sell your prop, maybe maize or something else for a good price.


So when we look at the needs for people living in the 21st Century, perhaps we need to look at some of the prerequisites of digital literacy.  What does it take?  What is needed for us to be able to communicate, to be able to inform each other in the 21st Century?  And that's why I've taken this picture from a Greek building, which is more or less intact.  And what I want to talk about is digital literacy as that top level on top of the columns.


But what kind of columns are there?  What kind of things needed?  Well probably the first thing is people with values, people who have a shared identity and shared interest.  And we heard this morning from representatives of different disability organizations the fact that we should be interested in an inclusive society where there is room for everybody.


So focus on diversity as richness rather than as a problem.


The second point is on economic resources.  For the last four years, we've been hearing a lot of people talking about the economic situation, the economic climates.  But many of the things we need to do to help make media accessible are, in fact, not that expensive.  They do cost money, but we need to understand what kind of economic resources are required.


Thirdly, we need to look at the technologies.  What can do the job?  And we've already seen some good examples this morning.  And you will be hearing more from Gion and from Nick Tanton.  They will be explaining some of the ways we can make sure that things like television are as accessible as possible to as many people as possible.


Then there's of course something quite basic that many of us may overlook:  Energy.  Electricity.  Still the case of about a billion people on the planet do not yet have access to electricity.  And that's why the general secretary of the United Nations not so long ago announced a campaign to make sure that electricity is made available to everybody on the planet, all 7 billion or so of us by 2020.


And, last and not least, accessibility.  If you cannot hear, if you cannot see, if you have some sort of cognitive impairments, if you have problems moving your arms or dexterity, moving your fingers, many of the requirements, the prerequisites to be able to live in a digital society are not in place and therefore we need to look at how do we make digital media accessible?

So I want to focus on this business of digital media and the kinds of digital media we have focused on so far have been things like television.  We have also focused on hand‑held devices, primarily mobile phones and computer tablets.  But we've also looked at other kinds of Information and Communication Technology.


We still need to think in terms of things like computer games because certainly in the industrialized societies, a big proportion of our youth are spending quite a lot of time playing with one kind of device or another.  It may be on a computer.  It may be on a smartphone.  It may be on a hand‑held device like Nintendo or Sony's PSP.  Or it may be something like a games console.  There are lots of different things.  And if you can't play, if you're a teenager, you may find yourself excluded from doing things with your peers.


So, we're talking about accessibility in the context of audiovisual media, we're looking at what does it take for just about everybody to get the full benefits?  And by accessibility, being able to hear, being able to watch, being able to share things.


We heard a lot this morning about sharing, being able to participate, being able to enjoy something.  So when we look at accessibility, of course we need to take into consideration Persons with Disabilities.  But there may be an economic dimension; there may be a cultural dimension.  For example, in countries where two or three or seven or in some cases 23 languages are in official use.  South Africa has 7 official languages.  India has 2 main languages and then another 21 languages mentioned in its constitution.  In addition to 300 or so other languages, which aren't mentioned in their constitution.


And that we still haven't finally resolved the business of creating media; we heard about that again this morning.  Nothing for us without us.  Making sure that we're working on media accessibility, that Persons with Disabilities are also involved in media creation.


So, what are we trying to do in the focus group?  I think it's fairly clear what we would like to achieve; that's to make sure that everybody, wherever possible, can have the same opportunities to benefit from different kinds of media.  So what we have been doing is trying to look at the future, not far away in the distance, but a perspective of the next few years, the next five years, the next 10 years, to try and describe a world in which media are accessible.  And then go back and look at the present and say what is the current situation?  How well are we doing at the moment?

Again, we heard from the disability organizations this morning some requirements, some requests to do with different kinds of access services for television programs but also for emergency alerts.  And I noted one of them was to do with audio description, the proportion of programs for which audio description is provided.  And the other one, the proportion of television programs for which there is visual signing as you can see from my colleague on my left.


So, we need to have a clear vision.  Where do we want to go?  And then we need to have a look at where are we currently in relation to that vision?

And we're using a very simple gap model.  What's the difference between where we want to be and where we are right now?

And then to move on to say what are the key obstacles?  What kinds of things are getting between us and proper media accessibility?  You'll be hearing some examples Pilar Orero.  You will also be hearing from Gion, for example.  What kind of things prevent us from doing a good job.  There are quite a lot of things that get in the way of making sure that media are truly accessible.


What we're trying to do is to look at the kinds of problems there are, to analyze their causes and then make a list of the kinds of actions, the kinds of things we can do to bridge the gap between our vision of the future and where we are currently.


And as we are a volunteer group within the ITU, the International Telecommunications Union, clearly we can't solve all of the problems in that particular forum, so we have to look at the kinds of things the ITU can do something about.  So what we have to do is do a road map, and metrics, ways of measuring things, so that the ITU can actually move this forward.  And the three main areas of relevance to the ITU is:  Media legislation, media regulation, and media standardization.


And that's the reason why we've chosen a number of presentations to outline the kinds of issues that face different groups of Persons with Disabilities and the way in which we can actually move forward.


So, what we're trying to do as a group is to ‑‑ not to duplicate what's already been done, but to identify areas globally where we can perhaps make a difference, where we can move things forward a bit more quickly in the areas of regulation, standardization.


We heard this morning some quite dramatic examples of difficulties to do with those who have hearing impairments in connection with 3 D TV, in connection with high vision, in connection with other kinds of digital media.  And it seems to be important to identify where there is already a standardization process which involves all of the key stakeholders.


Of course, the people for whom these services are made, but also all of the key stakeholders, all of the key organizations involved in the creation and the production, the distribution and use of different kinds of media.


So, I aim by the end of this year, whether it be October or perhaps January 2013, is to come up with a road map.  Some suggested accessibility actions that provide the ITU with a solid basis for future work.  So primarily what things need to be changed, what things need to be added to in terms of standards, in terms of legislation, in terms of media regulation.


And we've also been asked to give concrete examples of good practice.  How can we make audiovisual media accessible?  I think one of the findings we can already mention is that most of the things we need have already been invented.  Most of the things we need, we know what they're going to cost and how they can be done.  The difficulty seems to be that not everybody shares the same knowledge.  So somebody somewhere knows how to do things and how much they cost.  But sometimes those who have to take decisions just do not have that information.  They do not have that knowledge.  So perhaps one of the most important challenges will be looking at how do we communicate this message.  How do we get the different stakeholders, the different people who are interested to actually learn what's already possible, and how can we do things in the sense of all that.


I can give you a little example of my own small country, Denmark, 5 million people.  Three years ago we started with a service to help People with Disabilities and cognitive disabilities, people who don't read very well so that when they watch the news and there are news items in foreign languages, if they don't understand English or farcy or another foreign language, and if they find it difficult or impossible to read the subtitles, they can choose the version of the TV which reads aloud the subtitles in Danish.  And to give you an idea, this is going to produce 1400 hours of TV a year on that channel.  For an initial investment of about $50,000 U.S. dollars.  That's not a lot of money for a TV station that has an annual average budget of $600 million.


So sometimes we can do small changes, small improvements which have a fairly dramatic improvement.  In this case, it will make a difference for about 10 percent of the population who in the past have had difficulties watching the news every time somebody was speaking in a foreign language.


And the third thing we have to look at is ‑‑ again we heard this morning references being made to the UN Convention on the Rights of Persons with Disabilities.


We've also been asked to point out fairly explicitly how can you, as a legislator or a regulator, go about turning the Convention into something that really makes a difference to the everyday lives of people when it comes to media?

So, we ourselves feel that the most ‑‑ one of the most important metrics of success is that Persons with Disabilities feel that the Focus Group have made a difference.  If they can't see that it's had any impact, then we haven't done a good job or we haven't communicated that we have done a sensible job.


So, this is our plan of work.  We have a total of seven different deliverables we have to work on.  We're a little bit behind, but ultimately we will come up by the end of the year with a road map with actions that could be followed up by the ITU.


And what we've been doing is trying to involve a wide range of different people who together can share their knowledge and experience and so that we can learn from each other and turn this into something that will make a difference.  So we want to make sure that as many people as possible representing a number of different and sometimes conflicting viewpoints express their ideas so that we can see where there is a clear consensus and where there are areas of disagreement.


And we've had to focus on virtual communication in the working groups.  It's expensive to travel.  For me to come to Japan costs the same as actually traveling within Europe from Copenhagen to Geneva.  So for a number of organizations, traveling and finding budgets to spend time in this kind of meeting isn't an easy matter, and therefore we have tried to look at ways in which we can do things together without having to physically meet very, very frequently.  And we have been trying to make use of things like the GetToWebinar.  And that's why this particular workshop has people taking part not just in this room but elsewhere in Japan and hopefully in other parts of the world.  And we are spending quite a lot of time looking into making processes accessible, making meetings accessible, not just to those in the room but also to those who are taking part virtually.


And in the last two or three months, we've focused on explaining what we're doing and getting some reactions from interested parties around the world.  So get some feedback on our preliminary findings.  And one of the things that you may like to have a look at, which is indirectly to do with the Focus Group, is this report on television.  And this just sums up the main, the background information for the whole business of deciding on and creating and delivering and evaluating access services for television.


So we have 11 working groups.  10 of them looking at access services themselves, in some cases looking at other services like EPGs, on their promotion.  Also looking not just at programs but also emergency alerts like the very first presentation this morning from Mr. Fujisawa about what happened last year.


So one group looks at platforms, another one looks at access services and participation, just trying to find a way of describing in a meaningful sense how can we talk about sharing?  How can we talk about participation so that it can actually help us communicate across these various groups?  And a third group that looks at ways of measuring what we're doing.


So where we are right now, we are using this simple gap approach.  Where do we want to be?  Where are we now?  What kinds of obstacles or gaps are there?  The third point is what can be done?  What kind of actions make sense in terms of these different categories?  And what exactly do we propose?  What do we suggest that the ITU should do?

So in the following presentations, you'll be hearing in a bit more detail what it is we're trying to achieve.  And I hope if we meet again in a year or two, the English say "the proof of the pudding is in the eating."

You can't actually see if the cooking has been successful until you have actually tried eating the end result.  Hopefully in a year or two from now, if we meet again and discuss this, it should be clear whether what we have been doing has actually made a difference to make media accessible.


The questions for Twitter or for the feedback form.  Thank you very much for your attention.


(Applause.)


>> Thank you, Peter.  We are a bit tight on timing so we can't answer questions at the moment.  But could you send it in the Twitter or the memo to our receptionist, please?

So now I'd like to introduce second speaker of this session, Mr. Gion Linder from Swiss TXT, National Coordinator Subtitling.  His presentation entitled "Captioning Service Issues and Standardization." 

>> GION LINDER:  Thank you very much.  My name is Gion Linder.  Switzerland is a small country. I and the so‑called national coordinator at public broadcaster SSL.


I'm here not only as a representative of Switzerland but also for other countries because maybe you know Switzerland is a multilingual country.  We speak German, French, Italian and a fourth language called Ramanche.  And therefore I have lots of contacts especially to Germany, to Belgium, to France and to Italy.  And I'm trying to include their requirements, as well, in my presentation.  But before I start, I just want to get back to this morning because I remember well the morning when the earthquake in Japan, I remember that morning.  Well first I read on the Internet that there is an earthquake going on.  But I had absolutely no idea what the impact of the earthquake was.  

And some minutes later, a girl of the staff called me and said that the television will soon make a special news edition about the earthquake.  And by accident there was a respeaker in the studio.  And if she should respeak subtitle, make live captions for this news programme.  I said yes.  So this programme was subtitled live with respeaking.  I tell this because this news edition was the only thing you could see was a journalist in the studio who had a telephone call with a journalist here in Tokyo, who described what was going on on the public broadcaster here.  I remember suppose the deaf and hard‑of‑hearing couldn't really understand what was going on because it was just a telephone call.  I think this shows exactly what subtitles are for.  

So I don't want to explain to you what subtitles are because I think all of you may know this service.  So therefore I focus on standardization because the title of the service is Captioning Service Issues and Standardization.  Why standardization?  Because standardization is very essential for ‑‑ to cut costs for access services, because if you don't have certain standardization, the service will cost much more.  But what kind of standardization?  In terms of the language, certainly not, I guess, because I don't think that we should standardize the languages.  In terms of funding or costs, neither, I think this is useful because in every country, the situation is very different.  In terms of legal standardization, well a little, yes, because yes, in the sense that there should be more, and yes in the sense that the programs should be captioned or subtitled.  But not in that there should be just one law, because you have to adapt it for every country.  Standardization in terms of similar contractual relations, this means should, for example, a director when he plans a movie, should he include the production of the subtitling into his budget?  Well I think in some countries this makes sense.  In others, no; in others, maybe.  It's more useful if the broadcaster produces the subtitles.


Standardization in terms of media convergence I think this problem could easily be solved in every country.  Yes, in terms of it should be done but I think the solution has to be found in every country.


Standardization in terms of accuracy determination, which means quality management.  In most countries, there is the word rate, word means word ‑‑ WER means, Word Error Rate.  Which means you take what is said on the screen, and you compare it with what has been subtitled.  You calculate the words in both groups and you get the WER rate.


We follow another in Switzerland.  We follow another model.  We call it NER model, which is more connected to the content, which means if a subtitler, we'll mainly talk now about live programs, if a subtitler uses not the same words or he does not subtitle redundancy, this would not be calculated as error because I think the most important thing is that what is said is also subtitled but doesn't necessarily have to be in the same words and also an acceptable delay on live programs, which means that the subtitles should appear as soon as possible on the screen.


Well, I think if we talk about standardization, it's mainly about the formal things that you can see here.  So the number of lines, the reading speed, the display mode, which means should a live programs, should the text appear word by word or in block mode?  The language level.  If you subtitle word‑by‑word, which means verbatim or if you use simplified language.  The placement.  Should subtitles be on the top or bottom?  Or broadcasting features.  This is mainly related to DVB subtitling, so to the new features.


I think there are pros and cons for any of this point.  And there are hard discussions going on, for instance, in Europe if live subtitles should be word‑by‑word on the screen or if they should appear in block.


There are people who say that word‑by‑word is faster.  And there are others saying that subtitling a block is, the legibility would be better.


So, I think it's difficult to find a solution.  And the solution mainly depends on the existing subtitling culture.  There are countries who have a subtitling culture, mainly little countries where the dubbing costs are too high; whereas the big countries in general don't have a subtitling culture because all the foreign contents are dubbed.


And it also means who of the stakeholders leads the discussion?  In some countries, the association of the hard‑of‑hearing and the deaf are very strong; in other, they even don't exist.  So all these differences are due to human intervention and therefore they are culture‑driven.


And of course an ongoing cultural exchange is essential, which means that all the stakeholders have to communicate.  They have to keep on communicating on and on, which is very important.


Now, what about the future?  I've seen yesterday at the exposition that LHK also has concrete plans to introduce automatic subtitling, which means to use the sound of the television directly for voice recognition.  And, well, if you tell this to an ordinary subtitler, he will tell you that this is not possible.  But I have seen now main examples, and I have to say maybe two years ago I said that it was a nightmare or utopia; but now I know it's none of the two.  It's a concrete technology which will prevail, though maybe not for all kinds of programs.


The requirements for a television is profile‑less recognition, which means that the recognition is not related to a respeaker, so to a unique voice.  In my opinion, there should also be punctuation in it so that the points and the full stops and the commas should be come out of the recognition machine.  And of course there should be minimal delay for live programs.


Other issues:  Should this technology be used for live or prerecorded programs?  Who takes the responsibility for a wrong recognition?  Or, in other words, can anyone intervene if there is an emergency?  Or let's better say a wrong recognition?

Is there a difference between what is said and what is written?  In Switzerland, for instance, we have this difference because our spoken German is not the same as the written German.  So it would be difficult to introduce an automatic subtitling.


And should verbatim used at any price?  Which means if the people on the screen talk that fast that you couldn't even read the subtitles.


In the meantime, I have visited some suppliers of automatic voice recognition and therefore also automatic subtitling, and most of them work for secret services and also media supervision.  So their core business is not really subtitling.  And what I have seen is that the recognition is getting better and better and is even surprisingly good.


So why haven't we used this service before?  Mainly because the results are hardly legible, which means the text which comes out is pretty good, but most of the suppliers showed only when the text is said on the screen, which is too short for reading.


Also, the post editing would be too time consuming.  In other words, at the post editing, it takes more time to do the post editing than to re‑do the programme in a classic way.


There are only few suppliers who are able to do the punctuation.  So it's mostly missing or wrong.


And most of the suppliers are not confident with the subtitling requirements because, as I said, they mostly work for secret services.


For what kind of programs does automatic recognition could be used?  In my opinion, mainly for prerecorded programs and also for nonfictional programs.


The post editing is mandatory, so not because it's not for live programs.  And also it's mandatory because we have a responsibility for all what is broadcasted.


And also the savings have to be relevant, which means if an automatic subtitling with editing would cost the same as a classical subtitling production, we would take the second.


In some countries, the automatic subtitling is already used for live programs.  For instance, the Portuguese television does the afternoon news, they do it with an automatic subtitling with a live programme.


And also the technique is used on video portals, for instance, Google uses this technology for certain YouTube videos.


There is a mutual interdependency between the broadcasters and the suppliers of this technology.  They have the technology, and we have the contents.  And sometimes I have the impression they are really greedy of our contents because it's very important to have contents.  And also, of course, the related texts because these machines, they learn with the content, with existing content.  And that's why we decided to participate to a project which started this month.  It's called SAVAS.  It's a project of the European Union.  So it's funded by the European Union Research Fund.  The project is called SAVAS, sharing audiovisual language resources for automatic subtitling.  It includes four countries and six languages.  These six languages are Portuguese, Spanish, Basque, Italian, French and German.  And the intention is to take 200 hours per language and to annotate these 200 hours, which means to exactly describe what is said and also to give some metadata.


The duration of this project is two years.


The objective of SAVAS are better positioning of European broadcasters and subtitling companies, better accessibility for target groups, an export of locally produced contents for a global market, with, of course, subtitles that cost less.  And to make subtitles more affordable.


The reason why we participate this project is because we will get an appropriate database for our own content.  Which is very important to have a good recognition.  And because we saw that engineers of the project have presented a well thought out export filter for a good legibility and for an efficient post editing.  The two last points I think are absolutely essential.


So I come to the final questions.  The final questions for this project are:  Which of the programs are suitable for an automatic recognition?  Live, real life programs or only prerecorded programs?  Does it also suit for fictional programs?  I don't think so.  But we'll see.  What will the savings be?  Can we cut costs with this new technology?  And especially what's the impact for the working places?  Because we have, just to give you some figures, 90 subtitles who work for Swiss TXT and of course a new technology always has an impact on the working places.  Will it have consequence for the stylebook?  And can punctuation be used to set new captions?  Which means we need the points not only for legibility but also to set new captions.  And if you separate the text not only with points but also with the captions, it gets more legible.


So, my final conclusions are for traditional subtitling, an ongoing cultural exchange is absolutely essential.  And automatic subtitling will help to accelerate the processes, but it's not the solution for any kind of programme.  And that's all.  Thank you very much.


(Applause.)


>> Thank you, Gion.  I'd like to introduce the next speaker.  Professor Pilar Orero of the Universitat Autonoma de Barcelona, Spain.  So talking about audio description and other related services.


>> PILAR ORERO: And it doesn't work.  Oh no.  Thank you for waiting.  First of all, I would like to thank Ito‑San for organizing and hosting this meeting.  Thank you very much.  Because I can understand your efforts because I was also hosting one, so my hat goes to the two of you because it was really hard.


Right.  My presentation is going to be different from the ones that you have seen before because while captions, we all know what captions are, auto description seems to be a bit elusive because we don't see it and it is always on sound.  So I have prepared a simulation of three clips, very short, of a simulation of audio description.  This is what you're going to see now.  This is what is showing now it just says that the clips that you're seeing are not piracy.  They are just used for research purposes.  And this is what blind people hear when seeing a film.


(Music.)
(water sounds).


You can't see anything.  You can only hear.  There are no images on the sound.


(Music.)
(piano).


(traffic).


>> Water, perhaps.


(piano).


(traffic sound).


(car door).


(piano continues).


>> Okay.  Now, in this one that I have prepared, you have exactly the same.  Just the black screen.  But in this case, you would have the auto description.  So you would hear the big difference it makes when you do have.


>> As the women's head sinks beneath the water, the man runs towards the back door.  The woman's body, face down, is carried by the swift current through swaying reeds along the murky river bed, her gold wedding band on her finger.  Shoes slipping off the foot.  Music by Philip glass.  In Los Angeles in 1951, a removal van drives past a row of neat single‑story homes, tall, regiment palm trees line the street.  Their pavement across cars and lawns.  Car with white wall tires pulls into a driveway of one of the houses and the driver gets out.


>> Yes?  So at least we know that we are in Los Angeles.  We know what's happening.  There is a woman.  The river.  What's happening in the river.  And all this information.  So there's a massive difference from having a film audio described or not.


In this third simulation, you would see the actual images, the audio description and the film.  And you would see how it is done.  And how much we lose when we don't have.


>> As the woman's head sinks beneath the water the man drops the letter to the floor and runs toward the back door.  The woman's body is carried through the reeds her gold wedding band glinting on her finger, a shoe slipping off her foot.  The hours, based on the book by Michael Cunningham, David hair, music by Philip glass.  In Los Angeles in 1951, a removal van drives past a row of neat single‑story homes, tall regimented palm trees line the street, their shadows slant across pavements and lawns.  A car with white wall tires pulls into the drive way of one of the houses and the driver gets out.


(piano).


>> PILAR ORERO: Yes.  So you have seen the big difference.  Exactly the same as captions when you do have and when you don't have it.


Now, what I'm going to present today to me are what are the key issues for audio description.  One is identification of audio description.  The other is understanding the different types of audio description.  Because while in captioning we can talk about subtitling to understand the different language, or subtitling for the deaf, audio description varies quite a lot.


A very important issue, as my colleague, my previous colleague already suggested, quality.  And finally how exactly the same as Gion presented before, how the new technologies can help to make different types of products, which again may be used for different types of situations.


The first problem that I find is that audio description, A, doesn't have an icon, which is universal that identifies audio description across‑the‑board everywhere.  Not even on television screens you can have which of these can be used.  These are some of the audio description icons I chose from Google images.


So, first of all, to me, it would be a key, a very important issue if we came across and agreed on an icon to represent audio description.


The other issue, as well, would be how to create also a sound, the same with the sound has been created to warn people of an emergency case in Japan.  Perhaps a sound can be created as long as with an icon to represent that a programme has audio description.  So for those that have seeing impairments can really identify with the sound that the programme has got audio description.  So that is one problem.


The other problem is that if you start as a broadcaster the programme with an audio description, you should be reliable in advertising it and also offering it.  This has been a case in Spain where I come from that has failed totally.  In my country in the state television, the regular television, they offered audio description for the last three years, but, A, it was not advertised neither on the web, not on the local newspaper, and some programs had ‑‑ it didn't have an icon that showed that the programme had audio description or not sound pointing out that the programme had audio description.  So the users could not see if that week the film or had not audio description.  The problem the first year, it raised anxiety.  They wanted to see if it had audio description.  The second year they got tired because some weeks they would, some weeks they wouldn't.  Now nobody uses the service because they now decided that since they can't rely on it, it's pointless.  So, again, one big issue is that if you're going to start a service, you should give it you have to advertise it with a sound and keep it.  Not yes/no, because that is not good for you.


The other problem is exactly what Gion said before, each country, each culture has got a different tradition for translation.  The big countries in Europe, Italy, France and Spain use dubbing; the other countries are subtitling countries.  And of course we cannot make the same type of audio description for dubbing or for voiceover as for subtitling.  And that is very, very important to understand because otherwise, you create really interesting products.  I'm going to show you two in a minute.  You can have straightforward audio description when you have subtitling or captioning, you have to offer audio subtitles or you can offer audio subtitles plus an audio description.


This very short film I'm going to put.  It's a clip from inception.  I used it because there is a bit of Jap and.  The film is in English.  And suddenly we have someone speaking Japanese.  So what happens for those that cannot see or cannot read the subtitles?  Okay.  No, sorry.  I'm making.


>> The man has a beard.  He sees a boy and girl with their backs to him playing behind a sand Castle.  He raises his head slightly.  His eyes close and he rests his cheek on the wet sand.  A man in uniform prods him in the back with a rifle.  He sees a gun in his waistband.  He calls to a guard behind a cliff top Japanese Castle.  Later inside it, an attendant dresses a seated Japanese man.  He was delirious but asked for you by name.  To the guard he said, show him.  The guard steps forward and lays Cobb's gun on the table.  He was carrying nothing but this.  And lays a tiny spinning top and this.  Half turns.  Cobb was dragged in.  He slurps food from a bowl at the table.


>> Are you here to kill me?

>> PILAR ORERO: In this case the film is in English with a very small in Japanese.  The lady who was doing the audio description in English made sure that we knew when they were talking in Japanese not only what they said in Japanese but who was saying it.  Okay?  Our colleague this morning from the blind association taught us that one of the big problems is that they don't know who is speaking or where is he speaking, they just got in this case it was very well rendered, I think, because we had the full information.  With all the indexing, who is speaking, who is addressing, why is he?  Yes?  In this case, in the next slide, it is completely different.  This case, again, is subtitles because they are speaking in a different language, but in this case the whole film is in a different language.  This time is Spanish.  It's a film Volver.  What they have is subtitles they've read them aloud.  So you have audio subtitles and audio description, as well.  And there are two voices.  And these two voices rendered the whole film, okay?  And you see the effect because it's quite interesting.  Sorry about this.  Just for research purposes.


>> Objection.


>> In the bedroom, Augustina was in his bed.


>> Born in this bed.  My mother slept here.  And in this bed we held your sister Paula's wake.  I know and I'm still grateful.


>> Augustina lies back in bed.  And holds her hands.


>> We have to talk about everything you want.  But don't tell anyone I've come back and don't worry.  Thank you for not talking about me on the television.  It's our own business.  Heard.  And no one else's.


>> Augustina's eyes are closed and Irina looks at her.  A black and white.


>> PETER O. LOOMS: Very interesting because subtitles on the television and dubbing.


>> The man hugs the baby.  And watches the film intently.  In the film a young woman with dark Curly buttons her blouse revealing a black negligee underneath.  She takes a brush and combs her hair away from her face.  She stops brushing when something off screen gets her attention.  Irina smiles to herself and continues watching.  In the street exits and crosses the street to the door opposite.  Hearing the knocks, Irina switches off the TV with the remote control.  She slowly gets up out of her armchair and descends the stairs, looking on pen civilly.


>> Mom, it's me.  Let me in.  What are you doing here?  Come in.  I missed you.  Are you going to stay here?

>> Yes.  Until the end.


>> PILAR ORERO: Okay.  In this case, we don't know who's talking?  We just can only refer to the voice in Spanish to identify the characters that are speaking.  At one point, we have five different Spanish women talking very fast with only one audio description, audio subtitles, reading all the subtitles for all the female characters and that creates a terrible, I don't know, very disconcerting because you don't identify the voice because it's too low with the character.


Also, I think it was quite strange that if the subtitles, the characters of the film are mainly female, why didn't they choose a male voice to represent the females and have a female doing the audio description?  Because the effect of seeing the whole film is that you don't know how many females are there, what is the interaction between them?

We had also this was used to have a user's test.  And they didn't understand the film at all.  And the user's test it is in the film, it is the husband who abuses the daughter.  And that's why he gets killed, because it was only a female reading all the characters in the subtitles.  People understood that it was a woman who had a female partner.  And this female partner had a daughter and she was abusing the daughter and that's why they killed her.  So the whole situation, the whole film changed completely.  So you can see how two very similar ways of making a film accessible end up being in a very different reception.  Perhaps you have to think of it better before you think of creating the solution.  The solution is there.  Just think a bit more to have a good solution.


So what is quality?  You saw two different types of the product, which is better or which is worse?  Well there is no easy way to quality.  As Gion said before, quality means completely different things for the different stakeholders in the whole chain.  Quality for the user may be one thing.  But quality for the broadcaster may be a completely different thing.  Perhaps for a broadcaster it is a better product that is not in video, it is in text, just uses less bandwidth.  Quality for the disability association perhaps is a different topic from the user already.  The production quality also may be a different issue.  The quality in relation to the genre, would it be the same with the description of the Wimbledon?  Each genre requires a different type of audio description and a solution, as well.


And the quality from the national creator perspective who is putting some standards that broadcasters have to meet.  Also the quality they require is different from all the other qualities.  So as you can see, there is not a homogeneous quality that we can apply.  There is not NER way to measure error because we don't have error in this case.  It is a different topic.  It's a different way of measuring what quality is for audio description as it is for subtitling.


So the quality has got to be context sensitive according to the genre, according to the news.  Is there any live audio description produced?  As there is live subtitling?  Because we know that without any images, there is no news.  What Gion was telling us about the earthquake in Japan last year, he had someone speaking on the phone, but he had no images to show.  That on television, it's strange.  You have to show images.  So if images are such an important part of the audiovisual genre that we're talking about, you would have to audio describe live not only what they're saying but also what they're showing.  So at the moment, I don't think anybody is thinking of doing audio description of news, on the images on the news.


And of course to me the new as Gion said before, the use of the new technologies.  Because the new technologies can help us very much on producing different sort of audio descriptions to the different needs of the programs or the ways they are produced.


User associations at least in Europe are very much against using technologies because they think only humans can produce good quality and product.  But I think this is not true and not the case for anything we use in life.  Toyota, I have to thank these images to Dr. Itsagaki, because I asked how can I show in Japan a cheap and inexpensive without upsetting anybody?  He said use Toyota, cheap one, cheap model and expensive model, same brand.  Not saying the one is bad, the other is good.  Both drives you whatever, one in style and one in a different style.  Okay?  It is the same for accessibility.  You can have quality, but one can be of one style and one be of the other style.  Both would give you the access to the service.  They would be done and be produced in a different way.


And this is one I made to show the different types of quality.  The audio descriptions that you've seen up to now, the first one, the one from Volver and reception were done by humans.  They're very costly.  Not only because you have to draft the script, also because you have to read aloud the script.  I don't know in Japan, but in Spain reading aloud, it means that only the union of actors can read aloud.  So it is just so very expensive.  Plus it takes a lot of time, as well.  So it does not only cost, there's time, as well, of reading these aloud.  So one possibility is what they are doing now in Swiss TXT, Gion Linder's in Switzerland and is using speech technologies, text to speech to create audio description.  You will see that the quality is different but the end result is the same.  You would see it in French.  I'm sorry, we don't have one in Japanese or in English.  We only have it in French.  But I tested this with five French native users last week.  And they all said that woman has got a strange way of finishing the words.  And at the end I said it is not a woman.  It is a machine.  And they didn't believe it.  So the quality is this good.


Now, you could do some audio descriptions with this way and the cost is reduced enormously.  So why not?  You can offer two services:  The Toyota CIM ill he that I used before for you.  Simile.  Thank you, Gion for giving me this.  (Music.)
(buzzer).


(French).


>> PILAR ORERO: Okay.  I saw yesterday many very interesting technologies when we went round to the NHK exhibition, but I didn't see anything with audio description.  And I am sure that NHK can come up with fantastic solutions for this.


You saw this last clip.  It was in French, but believe me, the quality is excellent.  It's really, really good.  It is done by speech technologies that are almost free as Peter Looms was saying before they introduced a system to do audio subtitles in Denmark and the budget is tiny compared to the annual budget of the whole broadcaster.  So I think there is ‑‑ if you want to find a way, there is a technology to help making this solution for the blind and the low vision.  

And also I would like to point in, as well.  The audience is not homogeneous.  There is not blind, there is not ‑‑ each blind person has got a different history and has got a different type of blindness.  Each hard‑of‑hearing ‑‑ anyway, the peak goes up when we are over 65, when we can't either hear or see properly.  So you have to take on board, as well, that there is not a homogeneous audience that they can buy because they don't see.  They can hear better.  This is a myth.  And I think we should try to avoid these myths and work for a broad audience, not just for thinking that's well they can do some better.  So let's try to make quality products.  There is the technologies are available.  And I think if you want to do them, you can do them.  I don't think the amount of money to be spent on doing these services are this much.  And I think they're worth it.  And that is all.  Thank you very much.


(Applause.)


>> Thank you very much.


Final presentation is about audio description but also she explaining about the programs such as the other side of the service has to be coordinated properly as long as it won't be effective services such as electric programme guide has to be showing the audio description services exist and also that the set of books and also the remote controller should have certain button or otherwise described for user.


Now I'd like to present our next the next speaker.  Dr. Ito, NHK STRL Executive Research Engineer.  His presentation will be on sign language service issues and standard.


>> Takayuki Ito:  Thank you very much. ‑‑ I will talk about sign language services.  We Japanese faced disasters of the gigantic earthquake following the huge Tsunami in March 11, 2011.  It was the scale of so‑called once in 1,000 years.  We had so many victims by the earthquake and Tsunami.  And here is statistics which is the same as shown by Mr. Saki in the keynote speech.  The TV programme and Welfare network investigated the death rates in the three prefectures.  The most severely damaged areas by the earthquake and Tsunami.  The report showed that the difference of the death rate between with and without various impairments.  As you can see, death rates of total population is about 1 percent, whereas the death rate of impaired people counts up to 2 percent.  It's double.  It does not depend on the type of impairment:  Physically, visually or hearing impaired.  All of them is 2 percent or more.


So it means as you can easily understand that ‑‑ it could be easily speculated that information barrier and movement barrier caused these kind of higher death rates.  In the keynote speech, broadcasting plays a key role of information provision in disaster situation.  It means that to improve accessibility of broadcasting on the television is vitally important for impaired people.


So before we enter in detailed discussion on sign language and its services, I'd like to overview the characteristics of sign language.  Sign language is the first language for deaf people who lost hearing from birth or in their early age.  Spoken language in their country or its text is usually the second language for these people.


On the contrary, for hearing impaired people who lost hearing in adulthood, the spoken language is the first language.  That's why deaf people prefer sign language to captions.  We need to recognize that it's not a simple preference, but a requirement based on their Human Rights.


There is varieties of sign language.  For example, British sign language is different from American Sign Language.  And each sign language has its own grammar and vocabulary independent from the spoken languages.  So these differences sometimes make accessibility more complex and difficult.


The third point is non‑finger expression such as facial expression and head motion is as important as finger shape and its motion.  Image, this is also very important when you shoot the sign language image or you try to generate a computer graphics of sign avatar.


From now, I'd like to show the three stages of discussion in the Working Group C in four steps.


The first one is:  What is current situation on sign language?  This slide shows current sign language service in broadcasting, painly in Japan.  NHK is most advanced broadcaster as far as sign language in Japan.  But still sign language is very few.  The reason it is not high is in its provision style, I think.  Generally speaking, current provincial style of sign language services is so‑called broadcaster makes or open service.  So it means video of TV programs and sign language video are superimposed into one at the broadcaster site.  And the broadcasters to the home shown in this figure.  This still is problematic because larger signer image is better for users.  But it is nuisance for nonusers.


And another reason is the shortage of sign language interpreters.


The second step is to draw your vision in 2015 or '20 the vision one is I think closed sign language service.  As I mentioned in the last slide, current service style, broadcaster makes for open service is problematic both for users and the non‑users.  Closed sign language service, which allows user to switch on or off and select super position style or size can resolve the problems.


In order to realize closed sign language service, main programme is broadcasted as usual, while the signer video is provided through another medium, broadcasting or Internet.  And if necessary, these two inputs are superimposed inside a specialized receiver in synchronous manner.


Here is an example.  NHK has been researching on hybrid cast system, which utilizes both broadcasting and Internet in order to enrich broadcasting services.  In this figure, a weather forecast programme is provided through broadcasting while computer graphics video stream of sign language interpretation is provided through the Internet.


Instead of using computer graphics, video of real sign language interpreter can be used, of course.


Here is demonstration video.  This video is to show an example of the service image using the hybrid cast system.  Wait a minute.  There is no ‑‑ oh, yeah, here it is.  When weather programme forecast starts, sign language computer graphics automatically generated.  While watching, you can switch on or off by pushing a button of remote control.


Do it again.


In order to realize this hybrid system, we needed to accomplish specification of the system of technical standards.  We also needed to develop automatic sign language interpretation system when we use sign language computer graphics.


So the next vision is a remote production of sign language interpretation programme.


From the beginning of this workshop, you see English captioned text on the left‑hand side of the screen, but you cannot see the captioners here.  This is remote production.  Captioners are now working in Colorado in the United States.  The audio signal is sent from here to Colorado through the Internet, and captions typed in are sent back from there.  Why do we use captioners in Colorado?  It is because we cannot find the English captioners near here.  If same thing happens to sign language interpretation, it means many broadcasting stations share this remote production system.  It enables efficient production of sign language interpretation programs because of concentration of resources such as production equipment and human interpreters.  Interpreters also can work efficiently without travel around the country.  They also get more chance of working because remote interpretation can be applied to conferences and meetings, too.


The third vision is automatic translation from text to sign language computer graphics, although it may be in the limited domain.  The technology is very useful for emergency news such as typhoon and earthquake which may happen even in the midnight.  This also contributes to increased sign language interpretation programs.


As sign language has different grammar and vocabulary from the spoken language, automatic translation between these two is as difficult as that between different spoken languages.  Most important issues within the development is increase of topical domains, sorry, the precision of translation and the increase of topical domain and fluency of computer‑generated graphics.  I think in the next ‑‑ will present in more details the machine translation.


Here is a demonstration of our research result.  We started research three years ago aiming at enabling automatic translation of text to sign language computer graphics in meteorological domain.


Signer's animation is now done automatically by inputting Japanese text although the quality should be improved more.


The emphasis is there will be common in many places in Japanese sign language.  You may notice that the avatar head motion and the facial expression are reproduced as well as finger shape and motion.


So for now I'd like to discuss what to do to realize our visions.  First is about sharing research information.  It is important for quick and efficient, effective development of new technology.  Most of language or speech processing system can be divided into language‑independent parts and the independent parts.  For example, translation engine and computer graphics engine are generally language‑independent parts, while dictionary and corpus are quite language‑dependent.  By sharing the research information, you may concentrate research resources on larger language‑independent parts such as dictionary and corpus.


The second is to share know how and programme production.  Sharing know how of production can provide better quality services or reduce the cost of a production.


For example, sign language programme has its own style or screen design, such as size and position of sign language, which should be to get a better understanding.


ITC guidelines shown here, ITC guidelines in the UK or for digital TV published in Ireland describes this kind of information.


Another good example is to share information on remote production of sign language interpretation programme to realize remote production you need to understand network issues and equipments to be used.  If you know a successful example of other people you get at the starting line with advantage.  Such an example is here a document by Richard Gatarski in Sweden.  These three documents can be accessed through the Internet by putting some key words.


In order to activate these kind of information sharing, a conference like today is very important, or the Internet environment such as portal site of media feasibility may be helpful where documents and FAQs are easily accessed and exchanged.


The last one is standardization.  A hybrid system mentioned earlier seems to become a very powerful platform to realize media accessibility.  Not only sign language interpretations like this but also some other multilingual closed captions and so on.  So we focus group on accessibility have already proposed ITU‑R where standards on broadcasting are mainly determined to start the discussion on requirements for access services provided the hybrid systems.  Production guidelines may also be discussed in the standardization when the essential requirements to produce programs of accessibility services.


So now I would like to conclude my talk from the statistics of death rates caused by the earthquake and Tsunami last year.  It is clear that improving accessibility is vitally important to save lives.  Visions in 2015 or '20 are discussed in three aspects:  Better production, better transmission and better technologies for accessible services.  In order to obtain better production environment, remote production utilizing Internet is one candidate.  It may reduce production costs and expand sign language interpretation business.


Hybrid systems which provides services over broadcasting in parallel with Internet seem to be a promising transmission platform for better accessible services such as closed signing.


Text‑to‑sign language computer graphics translation technology is also very important for emergency services.  In order to reach these visions, standardization activities is very important, of course, and information sharing systems are also recommended.  Thank you very much for your attention.


(Applause.)


>> Thank you very much, Dr. Ito.  He is coming from NHK so his point of view is rather heavily biased towards the broadcasters' point of view.  As another he is mentioning about the implementation level of the sign language in UK and Japan.  I may have to say, or I may have to speculate there may be something more reason that interpretation different that is pressure and also the policy of the country, such as education and also the handicapped people.


I'd like to introduce the final speaker of this session, Ms. Alexandra Gaspari of ITU FG coordinator of Geneva.  Her presentation about initiatives in other working groups of the FG AVA.


>> ALEXANDRA GASPARI: Thank you.  Thank you, everybody.  I will reduce my presentation to 10 minutes before our coffee and tea break.


I would like first to ask this audience who knows what ITU is?  If you could just raise your hand?  Okay.  So maybe 50 percent.  Okay.  Very good.


My presentation will give an overview of what ITU is and what the focus group for this small group of expert is doing in order to improve the media accessibility.


My presentation will be structured in three parts.  There's an introduction.  There's a second part where we are reaching out to organizations.  And the third part will highlight how we can go forward, how we can progress the work.


Welcome to the ITU workshop, which has been kindly sponsored and hosted by NHK and Dr. Ito's team.  ITU is ‑‑ I think we are the smallest UN organization but also the oldest UN organization.


The previous ITU Secretary‑General was from Japan.  Maybe you have heard from the Ministry.  Now we have Dr. Tuli which is a colleague of Mr. Ban Ki‑moon, of course.


We are a small agency, but what the mandate of the agency is to enable communication.  And we have been doing this since the last Century, 1865.


And carry on.  We have three sectors.  There is the radio sectors, the ‑‑ that has cooperation with developing countries.  And here you can see where we are based in Switzerland, Geneva.  But we have regional offices all around the world.  And for the Asia Pacific region we have Bangkok.


But I work for the smallest sector, which is utilization sector.  And I'm very proud to show that this workshop was ‑‑ has been in the highlight of the website for quite a while, which means that it was pretty important.  So we should be very proud.


In the ITU‑T, which is the utilization sector, these are the three main goals.  Develop standards, assist developing countries in developing standards and extend the cooperations with other bodies.


But why standards?  Because standards, they create a network effect.  And we have open standards like H265 of the CD et cetera, but we have also other standards which are not open.  They are also called proprietary standards.  And you can see a sample like Skype or Facebook or apple.


But we are ready, I mean we are using standards in our everyday life.  And these are very small example.  But I would like to highlight most of it what is very tiny group of the focus group.  We are a focus group.  So that means it's a group that is open to non‑ITU members.  And we are the last in the line.  And we take care, let's say, of the accessibility.  And the experts of the speakers that you have heard today, almost half of it belong to the management.


Now, we are in the second half of the implementations, which indicate how we have been reaching out to other organizations.  ITU‑T, it's the global organization of standards.  But there are many other standardization organizations that work either by regions or by mandate.  The focus group as Ito was saying in his presentation, because broadcasting is critically linked with the radio, of course.


We have received contribution also called inputs from Nongovernmental Organizations, from end user organizations, and we have received also contributions from the industry.  Industry also is a key element to what we are trying to do.  And here I was trying to show a contribution that we have received very early in the work of the focus group from the European hearing instrument manufacturing associations.  It was a very first example of how the work flow is organized.  They heard about this focus group, have sent the current work.  We have discussed this during our meetings.  And we have transmitted the information, discussed information transmitted to other potential standardization organizations.


But the focus group have liaised with regulators.  The regulators also of ministry.  And the result of this has been the translation of the report that you found at the entry, the report that was published by ITU that Peter, our Chairman, wrote, was read into Spanish ‑‑ I'm sorry, into Polish.  And this was at the initiative of a lady that belongs to the regulator authority in Poland.


What are the difficulties, the challenges that an organization like ours encounter to make standards?  Standards since they are so pervasive and they are ‑‑ they cross different areas, they have to be necessarily looking forward the collaboration of other organizations.  So collaboration is important than ever.


But how can we enhance or how can we involve other organizations?  And organizations, I would say that maybe in this workshop, some participants could already be potentially eligible for other ‑‑ to make a difference for us.


To conclude, ITU could be a tool to announce further.  And we have some plans to do that.  Through FG AVA, we could make some publication and we have some staffing at ITU to take a look at technology watch.  Which means if you, your organizations have some very good idea and would like to submit a paper that can be published, this can be done.  And this can help for the work.


The technology watch has published up to now very different subjects.  And a future technology watch could be in our area, as well.


In ITU, also, we organize academic conferences.  And since it is audience and also in our regiment, so many organizations belong to academia, this could be a very good occasion to submit your research.  So what you do in daily life and what would you like to share with other organization university, et cetera.


And the next will be next year in Kyoto.  So it will be April 2013 in Kyoto.  So once again here in Japan.


The kaleidoscope, there are also tutorials.  There are exhibits, very forward‑looking.  They're called Jules Verne exhibit.  Through the presentations we were hearing this morning about what can we do next?  There could be a potential contribution for the kaleidoscope next year in Kyoto.


I think your work, or the presenters' work of this morning, could be and should be part of the ITU, or the ITU‑T in particular, the utilization sector.  While some speakers have already highlighted the importance of standards, Pillar was mentioning, Gion was mentioning, Peter was mentioning this morning, and so there is really need, not only to create interoperable standards but to sort of cap costs and to better serve the users.  And so standards is very important.  And if standards are implemented by a country, and if the parliament of the country accept that standard, then it could become a law.


But recently, the ITU has so‑called invented a new category for members, it's called the academia category, and I'm pretty proud to say that academia ‑‑ I used to belong to the academia world, too, when I was younger.   So academia has become a key role, key organizations for the work because in academia, the research and development organizations, ideas can have a chance.  And eventually they could be recognized by the industry and eventually can become used.  Here I'm just highlighting some benefits for the integrity of the academia.  I think the very first was Japan.  So again you have many reasons to be proud, I think, as a country.  Here was like the very first ceremony of the university becoming a member.  And here I am highlighting the prices to become an ITU‑T member as it depends what you want to do as academia, associate or sector member.  And here are finally some links that you would like to be, to look at.  The focus group website, the workshop where this very event will be ‑‑ all the presentations will be stored and archived for future reference.  Study Group 16, which is the parent group of the focus group, and the ITU‑T, which is the website of the utilization sector.  Thank you very much.


(Applause.)


>> Thank you.  Before closing this section, I have an announcement on behalf of the host.  Perhaps of you are leaving this session or after this session.  Please return your Internet listening device at the reception before going home.  Thank you very much.  So we're getting into the coffee break and we'll do the next session at 10 past 3:00.  Thank you.  
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>> Okay.  Ladies and gentlemen, I would like to start the next session.  Before starting next session, there was a question and a comment from the Japanese audience.  So I would like to introduce this.  This person commenting about the sign language translator presented by NHK.  The face looks scary, and also it says commentators in NHK usually has some typical NHK style face so why not just complete the graphics.


Another one of the most important issues, facial expression, and also that's one of the reasons the users are not so ‑‑ and that could be the reason for the reaction like this. 

So this, the Italian project, I started doing a similar project with 16 valuable points on the face, i.e., the facial expression using 16 parts of face.  So now it could be more improved, more sensitive, but more natural face could be seen.  How much can be used in the computer graphic?  That could be the bottleneck.


The first speaker for this session is Mr. Masahiro Shibata.  The title is "Research On Universal Broadcasting at NHK STRL."

>> MASAHIRO SHIBATA: Thank you.  I'm Masahiro Shibata.  I would like to introduce you to "Research On Universal Broadcasting."  It will be better to say the terminology of my talk today, in this talk, I would like to use the two terms by these meanings.  First, the universal broadcasting, it means a broadcasting service that can carry information to everybody.


And the next term is accessible technology.


It means technology that realizes universal broadcasting and other universal features.


Next is the objectives of the universal broadcasting consists of the two items.  The first one is to deliver information extensive in Japan.  This can be saw as two‑dimension extensiveness and one of Japanese broadcaster.


And the other is three dimensional extension.  That would be realized by adding one more access called everyone equal.


Closed caption service and audio description service realized using the multiplex technology.  Usually you have to special devices for enjoying these services but thanks to the digitalization, the function of these services are implemented in every digital receiver.


The technical environment for these services have been prepared by this digitalization.  The content for the service should be produced.  So Japanese government requires broadcasters to expand the services, and set the guideline with these targets, like this.


Target was set on closed caption, and audio description.


Now, the completion status of NHK is like this. 

Against these backgrounds, we have been conducting research on accessible technologies for the impaired people, and the elderly and foreign residents.  I will introduce them next.


The first topic is for expanding closed captioning service.  In this research, we developed a speech recognition technologies for caption production of closed caption.  NHK is using four methods for producing closed caption of live programme.  Two are ‑‑ two are manual methods, using key roles and the other two are constructed on speech recognition technologies.  The speech recognition based methods include direct method and respoken speech recognition method.  The respoken speech recognition recognizes voices of speaker in analyst booths.


The speaker hears speeches on the sound track of a programme, and repeat in clear voice.  The speech recognition‑based methods, they don't need specialized training, they don't need the specialized keyboard.


Lately, we have developed a system utilitzing a hybrid method and applied it to news programmes.  And now our research is focusing on technology that can be applied to programmes including spontaneous speeches, such as talk show. 

The hybrid methods combine the two.  It can recognize speeches not only those of speeches in the studio but also reporter in field.  The respoken method is used for recognition in difficult cases such as interview to a citizen on the road in a city.


Including these cases, the system can be operated by one or two operators.


The operation of the hybrid system started on the last March of this year.  Because the recognition rate of the system is high, it's about 95%, the role of the error correction operator is not so heavy.  So the system can be operated by two or one operator.


The next topic is about the research on production of audio description service.  As explained by the last speaker today, audio description service consists of narration that describes visual contents of programmes.  The script of the narration should be explanation of sceneries.  It must be understandable for visually impaired people, and not disturbed to hear the original sound track of the programme.


So ‑‑ because to write the script is time consuming work, it would be effective to make the work easier for expansion of the AD services.  So we developed AD scripter/editor tool, it's AD tool to aid in the script.


This script editor automatically detects time periods with no sound on the track.  The script writer can make the ‑‑ can make the results to select time period to which items to add to the audio description script.  You read input script and shows it as a guide for scripting.


Furthermore, if the original script of the programme can be input as, the two can exist, the narration, based on the stage directions of the original script. 

And a variation of experiments shows that the AD script can cut the working hours by using the two, no experienced person can write a script in shorter duration than experienced ‑‑ experienced writer.


I think the tool is useful to expand audio description services by increasing person who can write audio description scripts.


The next research is on sign language services.  For very deaf persons, sign language is their first language.  Sign language services needed by them, but it is difficult for broadcaster to keep sign language interpreter for regular services.  So we have been conducting research on autotranslation from Japanese text to Japanese sign language.  You see that in the way of the weather information, which includes the essential information.


Japanese sentence are in text expression, by computer‑based machine translation technologies.


Next, this Japanese sign language animation is generated from the text expression by to video technology.  During the text video ‑‑ I'm sorry, during the text to video process, the Japanese sign language sign language motions are interpreted.


The Japanese sign language dictionary can map 90,000 Japanese words to about 6,000 sign language words.  We conducted a variation of this dictionary system by questionnaire to hearing‑impaired people, we could get high estimation about readability and naturalness of these CG words.


Here's an example of the translation. 

This window indicate Japanese text, and translation result is indicated in the ‑‑ in this window.  And animation results are indicated here.  These icons indicate each CG words, CG JSL words and automatic interpretation here.


Again.  I will play it again.  The translation was done by this speed.


Now, we are conducting research on expanding the coverage of translation by reaching the corpus.  So she's using the expression, including facial expression.


The next research is on the multimodal display for visually impaired people.  On almost every home appliances, visual information display or GUI is utilized.  The station is not good for visually impaired people.  So we have been developing a data receiver for the visually‑impaired persons.  The function of the receiver includes reading out menu and as visual information data broadcasting.  And modifying characters on the screen according to users' visual abilities.


The third one is an interfacing tool braille devices, and also it implements all the standard database functionality for everyone to enjoy broadcasting content.


We are also developing an interactive tactile display.  It displays graphical information in tactile modality.  It also sends touch to recognize the interactive functionality, and partially replace the role of GUI.  So it can be useful on devices other than DTV receivers. 

The most basic information display, display technology for visual‑impaired people might be text information display by reading out or braille.  Our research aims to expand it to two‑dimensional graphical information and GUI by using tactile display technology.


Furthermore, we are challenging to display 3D object information by adding feedback to tactile modality.  This information display must be useful and enjoyable for everyone.  And we hope to explore new universal applications by this.


The next topic is accessible technology for the elderly.  As Professor Ifukube mentioned this morning, the Japanese society is the most aged one.  To cover the elderly in their visual and hearing is a need to society.


There are several problems about visual and auditory perception of the elderly.  I will introduce research for these problems about hearing ability. 

First one is the reach rate conversion technology.  Many elderly person have opinion that speech rate of programme is too high for them to understand well the content.  So we started research for this problem.  The objective of the research is slow down speech without degrading sound quality. 

And the pitch of voice depends on the fundamental period of the speech signal.  So conventional read back at the slower speed changes the pitch of voice by extending ‑‑ extending or shortening the fundamental period.  I will show you example. 

>> Do you have any plans for this Saturday?

>> No, none at all.


>> Well, then how about visiting an art exhibition with me.  My friend is giving a private exhibition of his own paintings.


>> Thank you.  I would love to go.


>> MASAHIRO SHIBATA: This is the original speech data.  And if you use conventional method.


>> (Slow speech) do you have any plans for this Saturday?

>> No, not at all.


>> MASAHIRO SHIBATA: By using our technology, it's a slower.


>> Do you have any plans for this Saturday?

>> No, none at all.


>> Well, then how about visiting an art exhibition with me?  My friend is giving a private exhibition of his own paintings.


>> Thank you.  I would love to go. 

>> MASAHIRO SHIBATA: Our method is to use the waveform equal to the fundamental period to make the tempo duration of the waveform.  This process doesn't change the pitch of the original voice.  This is the first one.


>> Do you have any plans for this Saturday.


>> No, not at all.


>> Well, then how about visiting and art exhibition with me.  My friend is offering a private exhibition of his own paintings.


>> Thank you, I would love to go.  (Faster speech).


>> MASAHIRO SHIBATA: And also we are can change the speech without changing the total time duration.  This technology can also be used for visually impaired person to hear the screen reader, which they use to get the information from the screen.


They sometimes need quick reading function to get the information at the same rate as sighted people.  For this purpose, we developed speech rate conversion system for quick reading.  The system does not do the consequences equally.  It makes speech slower than the other parts.


There are many other application areas for this technology, such as mobile terminal and PC and specialized DAISY player. 

The next research is about speech understanding of programme's soundtrack.


Many of elder person have difficulty to understand speech under high level of background sound.  Corresponding to this problem, we developed the mixing balance meter.


That can estimate the favorability of the loudness between speech and the background sound for the elderly.  By using it, we can control characteristics of the broadcasting programmes.  Besides this production side too, we are developing a technology for receiver side that can control the brands and it has the speech conforming to the hearing characteristics of each of you.


The next is accessibility technology for foreign residents in Japan.  The number of foreign residents in Japan is increasing relatively to the whole population.  For us, it is difficult to provide multilingual services that can be adapted to everyone. 

To cope with this situation, we are conducting research for revenues ‑‑ revenue service in easy Japanese, increasing use of recognition in Japanese language.  In this research project, we are developing methods.  We write news articles from regular Japanese to easy Japanese and authorizing tools that can support this rewriting work.


NHK started an experimental service on April 2nd.  In this experiment, we were using also the tool to rewrite news articles and increase its usability.  In the rewriting, we make sentences short and change words to easy ones.  And also a touch of phonetic characters in Japan is Furigana to Chinese characters.  And links from important terminology to explanation.


This rewriting is done by a team of Japanese language teacher and a reporter.  This use a tool to do this work.  It measures the text difficulty and shows it on the screen.  We will conduct the research to expand the range of the support.


Next, I would like to introduce the emergency warning broadcasting system, EWBS, as another side of our accessible technology.  EWBS is a service that gets emergency information to viewers or listeners by remote activation of TV or radio receivers.  The service was started in 1985, and EWBS for digital TV has been operated since 2003. 

The activation is done by sending a special signal from a broadcasting station on the broadcast signal.


The service has advantages.  It is free from network or Internet, and robust cooperation. 

I have introduced our research on accessible technology and now I will briefly talk about the universal broadcasting.  The universal broadcasting realizes extensiveness of the services by integrating accessible technologies introduced today on the broadcasting.


As a platform, this integration service and functionalities NHK is proposing and developing Hybridcast.


Hybridcast is a platform for expanding conventional broadcasting in similar ways by utilizing telecommunication technologies.  Now, NHK is conducting development of specifications of Hybridcast receivers, servers and needed technologies. 

The integration services and the functionalities on such a platform may enable content delivery and content adapting tool for individual persons.  For the adaptation should be context aware.  The context may include information about who is the viewer, what does she or he need, et cetera. 

We are planning to push forward this research on such context server technologies too.


Beyond the universal broadcasting, there would be universal media services that can diminish the information barrier in society.  We expect the universal media service can be realized by applying the developed services and technology to the media broadcasting.  For this standardization by ITU as an organisation, would have important role such as the independent data is showing. 

Now, I would like to make a brief conclusion.  In the talk today, I have introduced our research on accessible technologies.  Our basic wish is to contribute realization of the society free from information barrier by developing the universal broadcasting towards the universal broadcasting.  We will develop the basic accessible technologies and Hybridcast as a platform and user adaptation technologies. 

Beyond this, we would like to expand these technology to be applied to other media.  Thank you very much for your cooperation. 

(Applause).


>> Thank you very much, Mr. Shibata.  Okay.  Our next speaker of this session is Mr. Sonoe from the Mitsubishi Corporation.  The title is "Television Receiver Accessibility and International Standardization Activities At IEC." 

>> HIROSHI SONOE: Well, I was originally instructed to speak in English, however, unfortunately, I haven't been able to use English quite sometime since I'm now more in contact with Chinese speakers nowadays.  So allow me to speak in Japanese today.  I'm from Mitsubishi electric corporation and I'm in charge of the TV sets development in Japan.  My name is Sonoe.


In this speech, I would like to talk about the current situation around improving accessibility for television receivers and the standardization activities at IEC. 

So first, I would like to talk about the television sets with the ODO guidance which we call talking TV or that is called Shaberu TV in Japanese.  I would like to talk about the development efforts for talking TV and after, that I would like to talk about the audio guidance functions for TVs.


And lastly, the activities at IEC regarding the voice guidance system for television sets.  This is the background. 

It was in July 2006 in our company, the person in charge of funding the new TV sets have attended the meeting for the visually impaired people.  Unfortunately, at the time, we have incurred ‑‑ we have the needs for the first time that the visually impaired people are actually getting information more from TV sets rather than the radio, and at the time we were aiming for the digitalization of the TV, and by having more functions available on TV, and we expected that the operation of the TV is going to be more complicated and that was the major concern raised by the visually impaired people.


In addition, Japanese society is aging and for the senior people, it's very hard for them to read the small letters on the TV screen.  So read out functions is in high need, not just for the visually impaired people, but also for the senior people.  So because of this background, our company decided to develop the talking TV.


The talking TV is the one with the read out function.  And these are our focus.  Because talking TV is still TV, and that is one of the ‑‑ the private views equipment and there is a price level appropriate for this type of device, so we try not to incur extra costs on this TV.  For that purpose, rather than adding up new type of hardware, we have wanted to utilize the existing hardware and software as much as possible and we would like to provide some extra solutions in software.


At the same time, we have been developing the voice guidance functions for the car navigation system and part of the function can be used for talking TV.  And our company already have user interface technology, therefore, we tried to develop the voice readout functions on TV as a result.  By utilizing such technologies in a short amount of time without incurring too much cost, we were able to successfully develop this product. 

In our company, this is the history of the development.  In 2007, we have studied think initiative, and we are in the fourth generation.


From now, I would like to talk about the core technologies that make talking TV possible.  Now, text has to be read out.  So text‑to‑speech engine is required.  In order to produce text‑to‑speech, there are two methods.  The first method is, of course, recording and editing method.  One has to prepare the script and the narrator has to read out and that voice is recorded so that that will be transmit by a TV or the sentence may be changed to transmit in an appropriate manner.


For example, the train platform announcement and some home appliances nowadays have some voice and this is the method used for such purposes.  The benefit of recording editing is that they be record the natural intonation and the voices of the human beings.  So it is very easy, but you have to preset the sentences beforehand.


Another method is the one that I would like to highlight today which is text‑to‑speech synthesis which is called TTS.  The original text can be converted to voice.  The main character of the method is that the text can be prepared in any way and also the speed and the pitch can be adjusted by using engine.  Therefore in terms of reading out the arbitrary text, this is very easy to use, however, at the very beginning, the voice produced through TTS was unnatural.


Personal computers, as well as email readout applications still use this text‑to‑speech synthesis.  Now for the purpose of TV, which method should be employed? 

In the actual broadcasting, the TV programme titles or actors name and other details have to be changed into the voice, and there are many coined words used.  Therefore, it makes sense to prepare the preset recordings, however, it is almost impossible to prepare all these recordings.  So therefore, in reality, we have to count on text‑to‑speech synthesis. 

Now, the issues in regard to TTS engines for the television and the solution is the topic next.  About the programme titles and details.  There are many unique names, or many formats the text.  So therefore, even if the employee text‑to‑speech the readout accuracy may deteriorate.  In order to find solutions to it, you have to prepare the lexicon to some extent and you have to improve the quality of lexicon to improve the accuracy.


Second point is to reduce the cost increase as much as possible.  Depending on the restrictions of the hardware, perhaps we are sharing some common voice font so that we can work on reduce the processing costs and memory capacity.


And the third point is that we have to improve the comprehensibility for everyone so we have to achieve higher level of natural touch in the synthesis and we employ actual voice samples and using the rhythms that we take out of voice samples so we have the natural intonation so improve the comprehensivity.


This is the engine framework for the TTS.  There are three parts in TTS engine.  The first part is the reading and accent analysis.  Linguistic dictionally is referred to so that the terminology is picked up from the sentences, and both machines and human beings can be able to understand and search the format of sentences created.  But in the case of Japanese, Chinese characters, there are many ways of describing the Japanese language.  So therefore, 100,000 language is now entered into this lexicon. 

Some language such as English only has alphabets.  So perhaps the number of words to be register in the lexicon should be minimized at one‑fifth the level compared to the Japanese.  The second part is intonation and rhythm control part.


From the intermediary language, that is prepared in the first part, we will define the adapted combination with Prosody of actual voice and the their part is voice font and voice font selection and connection.  In order to improve the connectivity of all of these vowels and consonants and such pieces are formed into the other connected form, and the readout sentences are created.  And some words can be shared so that we can reduce the size of the dictionaries and we have to achieve the compact dictionary and system structure.


So by having all of these efforts, for the PC, even in TV, which is less capable in terms of processing, are still able to produce a good readout function.  This is the example.  Upper half was the first initiative in our effort.  To take an sample, we use a text and this is the output of the voice.  The upper one is simply relying on statistical data.  So all of these Prosody is created by data.


The lower pattern is the ‑‑ based on the recording of the actual voice.  So when they say the word drive through, they are the Prosody pattern.  As you can see from both, the area drive.  Natural prosody has a very sensitive up and downs, however, in the synthesized prosody, the hertz is very flat and simple. 

So in the synthesized method, we wanted to achieve higher natural tone and to achieve that, we thought about the hybrid methods so that even were the arbitrary text, we can achieve the higher level of natural tones in the speech produced.  This is the mixtured rate.  The drive area, the natural voice is registered in the dictionary, and the purple and the red area is the synthesized voice area. 

And the connection between the two, the recorded voice versus the synthesized voice, if you just put it together and we will hear a natural tone.  So therefore, for the purple area which is the connection part, is as far as the data is similar, we try to mix up with the natural voice so that we achieved higher level of natural tone in the speech. 

So there is for the TTS engine and now I would like to talk about another core technology, which is user interface technology. 

In the television sets, once the user bought such TV sets, then they have to go through initial settings.  And as screen transitions, then there are methods described.  By using voice guidance, we are able to show more clearly that the screen is now changed.  And this is a screen that all the countrymen have to go through when they bought television sets.  So regardless of the type of TV sets, we touch the voice guidance function.  So that we can notify the consumer of the existence of our voice guidance technology.


In Japan, we have to register your location.  We use zip code which is in numbers and when you enter the number, the numbers are read out. 

This is the very end of the initial setting pages and at the very end, one can set whether they want automatic readout functions or not. 

When the consumer watch TV, when the TV was turned on or changing the channel, the channel they are moving on is also read out.  In case of Japan, we have digital TV and BS and CS.  So the name of the channel and the programme name are also read out. 

Next is one of the benefits of digital TV which is the electronic programme guide.  When consumer selects some programme guide and then we read out these detail.


In the case of the TV web recording functions or there's a linkage with the recording functions, then from the EPG screen, the consumer can set the recording as well.  So by reading out the procedure of recording, the consumer can set the recording by notifying the consumer that they have finished the process of recording and one can easily check whether they have been able to preset the recording or not.  So there's no anxiety. 

Now, as far as the content of the electronic programme guide that's read out is concerned, the programme name and other information is covered.  Also if you want to change within the same channel category, it will not be read out.  And if ‑‑ if it is within the same day, broadcast date readout will be omitted.  We actually received feedback from those who are visually and hearing impaired, we heard that if all the information is read out, it actually takes a time before the users can get to the information which they want.  In two‑dimensional universe, it's very easy to identify where the information is, however, in the case of sound, you can only get information on a sequential basis.  So therefore, we try to omit information that may not be of too much use to the user as much as possible. 

Also, maybe this is unique to Japan, but we have unique symbols that are utilized.  We try to convert these symbols as much as possible into sound.  For example, there is a Chinese character meaning to analyze.  This representation of voiceover narration.  So we try to have a readout of these different unique symbols.  There are 30 such commonly printed symbols which we accommodate.


Next, let me talk about the programme search.  Again, after we converted to digital television, this programme search function became available.  So people who are impaired say that this has enabled them to have greater access to television so the list of the search and also the reservation information are all read out. 

Next, this shows the programme list.  This was another request from the visually impaired.  So therefore, we made sure that the selection of the programme are all supported by readout. 

Next is the settings menu.  As far as the menu is concerned, the list and the items that are chosen will also be read out.  After migrating to digital television, compared against the analog television era, the available channels are much more diverse.  So therefore, reading out the menu item enables greater ease of use to the users. 

The readout functions are required for those would need them.  But then some of the functions may not be in need.  So even ‑‑ so among the visually impaired users, there were a difference of views about the level of readout of the various settings menu.  So we offered options for the users to turn on or turn off the readout function. 

For example, some people may want to hear the voice of the selected channel as soon as possible.  So if that is the case, then the chosen ‑‑ if the chosen channels are all read out, then the user will not be able to have access to the audio as soon as possible.  So therefore, we made sure that options are available to the users. 

As was mentioned earlier, the speed of the readout can also be adjusted.  Depending on the user, their interpretation and their comprehension may vary.  Based on the survey, we decided to offer a fast speed of 1.7 times the normal speed and in the case of slow speed, .8 times normal speed is also available. 

And the volume can also be chosen from three levels.


Next, the readout for operations guide.  Sometimes users are confused as to what they have to do next in the operation.  So if the user has not completed an operation within 10 seconds time, then this will indicate that the user is confused about the next operation, and so therefore the help message will be displayed at the bottom of the screen.  So if there's no operation by the user, then we make sure that up and down ‑‑ up and down left ‑‑ yeah, up down, left right, selection button enables the user to make the appropriate selection.  So by displaying this help message, people who are visually impaired will no longer have a high risk of making a mistake in their operation. 

So I have shared with you the outline of the readout services which were offering at our company. 

Now from this point onwards, I would like to talk about the recent trends pertaining to international standardization of the readout function.  Digital cure rope has made a proposal for TTS capable broadcast receivers in order to assist the visually impaired.


In Japan, JEITA Multimedia accessibility project group is making deliberations toward establishment of the these standards.  JEITA stands for Japan Electronics and Information Technology Industries association.


To date, what has taken place is as follows.  In June of 2011, we had committee draft issued and in February 2012, a committee draft for vote was released.  And on May 18th of this year, committee draft voting was completed and I understand they are now calculating the result.


As far as the future is concerned, if the committee draft for a vote is approved, then the proposal or the standard contents will be more or less fixed.  So it would be standardized through voting and with the final draft international standard, it will be fixed.


If there are no technical comments offered in relation to committee draft pro vote and if there's no dissent, times the final draft voting is not needed.


Let me outline the committee draft for vote.  I will simply provide you the cope.  Please understand I will not be providing the fullest of explanation about the draft.


Targeted devices.  Devices capable of receiving digital broadcast such as digital television, set top boxes and recorders whose primary function is to receive television content.  So tuner cards and other additional option‑based devices are not included.  In other words, we ‑‑ otherwise, the targeted device will not include devices for which broadcast reception is a supplemental function.


Main features of standard will be as follows.  Basic functional description for a TV‑TTS device, and profiles for different levels of TV‑TTS functionality and this is targeted towards the digital TV application. 

Then what are the functional requirements?  They are as follows:  The delay between the event and the resulting TTS audio related to that event shall be such that they are perceived as belonging tied together.


Priority TTS audio shall overrule currently playing TTS audio information.  For example, reception error or password entry.  These pop‑up messages will have a very high priority, and will therefore be read out. 

The user should be able to stop the currently playing TTS audio, and the user shall be able to repeat the current or previous TTS audio.


These are some of the functions required and also the user shall be able to mute the TTS audio or the user shall be able to switch on and off the TTS function.  These are the functional requirements. 

Next, what are some the context which should be read out?  Channel information, such as the channel number, the name of the programme, and also if there is availability of audio readout, then that should also be provided and the description, that should also be read out.


And also the time of the beginning of the programme and the length of the programme should also be read out.  The name of the programme, the time of the start of the programme, and if audio description is provided, then availability of that should also be shared. 

What about the details?  Correction.  Some of the recommendations, some of the recommended readout will be the outline of the programme and also the targeted audience, the age of the target audience, the availability of the subtitle, detailed and information about the following programmes should be considered.


In the case of Europe they have a lot of scrambled programme.  Is it pay television and so forth?  And also information pertaining to category or genre of the programme are also encouraged to be read out. 

Next related to the electronic programme guide.  What should be read out?  Name of the TV, the channel, the type of the subtitle, the length of the programme, and the time that the programme starts and ends.  These are all required.  As for recommended information, an outline of the programme, the audience ‑‑ the age of the targeted audience and so forth will be included. 

Now, menu and list context.  When the display or the screen is activated, the menu lists title and number of menu list items are required, and also it is required that the selected programme also be read out.  The title, the replay, the status of the replay is it being played?  Is it pause?  Is it rewind, forwarded, stop, recorded?  This type of time shift context will also be read out.  With regard to recording, it is recommended that as in the case of electronic programme guide, the outline of the programme, the age of the targeted audience, and the availability of subtitle be included in that information provided. 

Now, with regard to the pop‑up message, any warnings and notifications should be read out.  This is required.  For example, error message or PIN control, these would be the scope of the pop up message.  With regard to standby, again, switching to standby should be mentioned by readout.


Now, this chart shows the three profiles which I explained at the outset.  This is a more detailed description.  Basic main enhanced.  There are three types of profiles and with regard to each of these, it shows whether or not ‑‑ the circle shows that these are required functions.  So I have covered the update with regard to IEC international standardization on this topic.


And last but not least, let me share with you the future roadmap.  With regard to accessibility to television, right now the text and information are read out.  We are at that stage.  So to date, emphasis was placed on such readout.  Going forward, on top of improving the currently available information, we have to comply with the international standards and in the near future using speech recognition technology, speech communication should be pursued.


So be able to operate based on the like with the user.  That is the stage which we should evolve toward.  Right now, with the current engine available, we can offer audio description, however, emotion, displaying more human factors would be required.


And with that, we can expand the scope and the coverage so we should aim for development of those factors.


So with, this I would like to conclude my presentation.  Thank you very much. 

(Applause)

>> Thank you for your presentation.  Now the next presenter Mr. Watanabe with NTT Cyber Solutions Laboratories, entitled "Universal Design In Information Communication." 

>> MASAHIRO WATANABE: All right.  Thanks. 

Thank you very much.  I would like to speak with English my name is Watanabe, I'm with NTT. 

Universal design concerning ICT, I would like to focus on web content design.  I belong to ICT Design Center and universal design of ICT technology in relation to that, I have been engaged in developing support technology in that particular area. 

First, let me show you a backdrop.  You have heard it already many times, the number of the elderly has been increasing, especially those elderly people would use the Internet or the handicapped people.  The number of such people has been increasing.  So universal design of ICT is important, just as important as TV broadcasting service.


When I say universal design, perhaps there are less definitions.  It's rather difficult to just focus on one.  In our group, when we say universal design, we look at the usability as well as the accessibility.  Today, I would like to focus on accessibility aspect of the universal design. 

In the slide, you will see accessibility many times in my slides, but this is the backdrop. 

As we look at accessibility of ICT, we are looking at various ICT devices, PCs or mobile phones, for instance, the OS operating systems or software provides some assistive technologies.  For instance, voice presentation readouts, or enlarging text in display, or changing the color of the text.  Those are some of the examples.


At the outset, I would like to share with you some examples.  This is a cellular phone, an example of the cell phones.  Our group company, NTT DoCoMo is selling the RakuRaku phone, meaning it's very easy to use cellular phones.  This targets specifically the elderly people.  The menu, it's shown in a very simple manner.  It's very easy for users to understand how to use this cellular phone.  Concerning this RakuRaku phone, it can read out ‑‑ it can do the voice presentation.  Many visually impaired people are using this RakuRaku phone. 

Two weeks ago, as you can see on the right side of the picture ‑‑ of the right‑hand side picture, this is a SmartPhone.  SmartPhone, we are planning a launched service in July.  Concerning this word RakuRaku in Japanese it means simple, simple.  Easy, easy. 

Next, I would like to talk about web.  Speaking of web content, as you already know, it might sound strange, but this is digital data without using certain device, you cannot here, you cannot see the content.


That device is called a user agent.  So digital data is converted by the user agent.  I think this one of the characteristics of ICT service.  Some people use the general web browsers.  Some people use cellular phones to see the content.  Some people use voice browser.  They are relying on the synthesized voice.  Some people use the braille presentation.  Some people enlarge the content to see them better, for those people who are partially sighted and then high contrast mode is available, making the backdrop all black.  One can use different inputs to the device, other than the mouse, for instance. 

Concerning television, perhaps many people watch the same screen, many people share the same screen in a way, concerning the ICT technology, each person uses his own browser or own cellular phone.  So it can be customized depending on the user.  I think that's one of the characteristics of this.


Now, going forward, I'm pretty sure you know this concerning web content.  I would like to share with you some issues.  First of all, the alternative text to an image, an alternative text to an image, if the alternative text doesn't exist, then the voice browser, for instance, it's just reads out the name of the file of the image.  So the meaning of that image cannot be understood by the user if there's no alternative text. 

For the voice presentation to an image, appropriate alternative text must be supplied and that's one of the issues.  Because it has been very difficult to realize this, the alternative text to an image. 

Next example of a problem.  Text and background, the colors of text and background.  If the contrast ratio is low, between the text and the background, for the elderly users and partially sighted, the users or the people with slow vision, they cannot recognize the text, making it difficult for them to understand the content.  So concerning the color, depending on the user, color needs to be changed, depending on the user.


Third example, it's about the size of the text.  If the text is so minute, so small, then again for the elderly, and for partially sighted people, it would be very difficult for them to read them.  Again, the size of the text should be changed depending on the user. 

So what is the basic idea of the accessible web design?  First, the color of the text, the size of the text, it should be able to be customized.  The user should be able to customize them.  Concerning the web content, the user agent interprets it and then displayed for user.  Concerning the parts that should be made accessible, the user agent and the web content, there are two parts to it.  Which part should be responsible, what function or the aspect is important?  In principle, on the part of the user agent, that means the browser, when it comes to color of the text, the size of the text, it should be ‑‑ the user should be able to change them freely.


The significance, the meaning of the web should be handled separately, the meaning.  That should be handled by HTML by tagging concerning the appearance, CSS, the style sheet, the cascading style sheet should be used.


It's near my office, the ‑‑ obviously a picture of the stairway.  You can see two lines the handrail.  Even if you are ‑‑ you are tall or short in the height to make it available for all people, this has been supplied.  For those people with ‑‑ would have to use a wheelchair, some people say that this must be rail for a wheelchair, but you can see that there's a round part.  It's rounded.  So it's a handrail.


Why did I show it to you?  Because in the real world, two things, two sets of things have to be prepared, but in the world of web, one doesn't need to be prepared two sets in terms of the font size, big letters, small letters, you do not need to display the two sets, just to make sure that user can change the size and the font.


That would be good enough. 

Going forward, but the consent accessibility standard.  In the world of web, there's something called Worldwide Web Consortium W3C and there's a web consent accessibility guidelines in 2.0, in 2008, the recommendations were made.  In response to that, Japanese Industrial Standards, JIS was revised in 2010.  It was established in 2004 and revised in 2010 concerning the substance, the guidelines for older persons and persons with disables, information and communications equipment, software and services, part three web content. 

There's several characteristics concerning this standard JIS.  It's harmonious with WCAG 2.0.  Concerning the ideal characteristics, first, it's testable.  With this, we can use what is the same as the global standards, however, concerning this JIS standard, it refers to ‑‑ it must refer to some technical documents of WCAG 2.0 when the standard was made, there was no translated version.  So that's one of the problems.


This is the structure of the JIS standard.  JIS uses many documents of WCAG 2.0.  When we want to check the web content accessibility using this, many WCAG 2.0 technical documents must be referred to.  From the top, you can see there are four principles, the 12 guidelines, 61 items in this success criteria, and for each sufficient techniques are tied to each of them on the very bottom, there are approximately 700 items.  And there are so many items that must be checked.  That's another problem.


Now, JIS standard was prepared in 2010, and what is the current situation?  JIS is now becoming so popular, so old persons relevant is having a sense of emergency.  Thinking why it has not become popular yet is that ‑‑ well, because the issues of determining the guidelines and the documents and also it is very hard to understand.


Also whether one needs to use guidelines and because there are so many documents, it takes too long.  Because of this, the design becomes very expensive and costly.  Another point is that even if one applied accessible design, one will not feel the strong benefit.  That is because almost all the web designers have no disabilities, and even if some of them have some disabilities, it is very hard to realize the situation with people with different type of disabilities and this seems to be one of the problems. 

Now, in such a situation, there are some initiatives to JIS more.  First is at the level of Ministry of Internal Affairs and Communications.  They have relied on several documents, and provided several different documents and tools.  One is the public web sites model. for preparing public web sites, MIC is preparing a model. 

Another one is evaluation tool which is called mi Checker but it's also published on the web and by using this checker one can create the highly accessible web contents. 

Another organisation is Web Accessibility Infrastructure Committee, WAIC.  And at WAIC, there are some documents published in order to support JIS.


Now, Web Accessibility Infrastructure Committee is organised under the info communication council.  When I look at the members of WAIC, those would have drafted JIS standards or those who belong to MIC or METI, or other manufacturers and measure web user organisations are joining as members. 

The goal of this committee is to improve the popularity of this web accessibility design using JIS standard. 

I would like to introduce the user activities by WAIC.  WAIC have prepared several types of documentation, and that is the outcome of their activities and such outcomes are categorized into two area.  First is to release technical information about JIS.  And that, for example, explanation about JIS or accessibility supported information is prepared as well.  In addition, the guidelines for the tests were also published as well. 

Another category is the technical translation, technical information about WCAG 2.0.  One is the simple translation of WCAG and the second one is the document called "Understanding WCAG 2.0" that is also translated and the third document "techniques for WCAG 2.0" that is also another type of technical information was translated.


On the web page of WAIC, these documents are published. 

Now, I would like to change the subject and talk about the activities of NTT Laboratory.


There is NTT ICT Design Center that belongs and we call IDeC.  We are focusing on human‑centered design, as well as cognitive psychology and such technique is used so that we can achieve ICT services which is more user friendly. 

Now, let's look at the examples of our activities.


First one is the promotion for standards for web content accessibility.  We have been participating as a draft committee of JIS, and we are submitting our drafting idea as well.  We are also a member of WAIC.  So based on our practices, we are aiming for the higher level of web accessibility.  Another type of activities is in terms of research and development.  We are changing our NTTs on web site and also web contents that we provide for ‑‑ as our business, we are conducting research and development for improving better accessibility.  One outcome is released in the form of web accessibility guidelines and we have released such information to NTT group companies. 

And today I would like to introduce to you, the three types of research and development activities.  The first one is the web design methods for senior users.  The second point is what we call color design ‑‑ Color Universal Design.  We have to pay consideration for the color blind people.  And the third one is the web accessibility area, where we research and develop web accessibility evaluation technology.  And as an outcome, we have prepared the tool and also manual.  So I will elaborate on that later.


The first one is the web design method for senior users.  We hope that the web content may be very easy for senior users to use.  And for that purpose we have observed the behavior of senior users.  For example, when the senior users an EC site, what type of trouble they have been encountering and then by solving such issues, we are preparing guidelines.


For example, after making some entry and the page may transition, but senior user can't notice the changes on the web page.  So the design highlights the changes is required.  Another point is that they pay attention to a very limited range of the eyesight and they tend to focus on the centre of the web page.  So important information has to be located right in the centre of the web page.


Next is about color design for color blind people.  Left lower, image is the original versus simulation.  Based on the simulated results, we check whether some letters are not readable and we have to pay attention so that color blind people can still be able to read the letters.


The simulated one, as it's shown on the right lower side, the color may change drastically.  And even if that's the case, still we can think about some idea so that the web page can retain the original color image.  So it's all related to color combination and color combination is one of the area for our development and research. 

When we change the most outstanding color, the image would change drastically.  So we try to change the type of colors which is not the very highlight of the web page, and also for the color blind, we need to investigate what type of measured ‑‑ an impression that a color blind people would have and I would like to investigate into that area as well.


The last point is about evaluation technology.  We have provided the tool and the manual.  As I mentioned earlier, there are about 700 technical instructions is provided and it is very difficult for one person to check such checking points.


Therefore, we have provided this.  On the left lower side, you will see results and the arrows are going into the results and there are some items that can be identified through automatic evaluation, but there are some items that cannot be identified through automatic evaluations.  So we prepare the procedural manual so that a person can evaluate.


So this is the manual, based on just JIS.  We are providing the evaluation roles and this technique is also based on WCAG 2.0.  And the tool is the same, both JIS and also WCAG combined manual is provided and in several formats results can be summarized.


And by having several formats, people can easily identify the issues.  This is working online.  So you will enter URL that you want to check.  Then you click the check button and you will see the results on the right‑hand side.  And from this result I outline, you see the lines are source code as this one.  With that, you can check the source code or change the source codes accordingly.  Now, there's a display on the screen.  If you click this pattern and you will see the results on the right‑hand side again.


There is an area highlighted in red.  This is the area you need to change.  You have to check the image on their highlighted area.  So our company is preparing several times of technologies, but there are many things that need to be done.  The first one is that including images or streaming or rich Internet application, so to speak, for such accessibility of rich Internet application, we have to think about the web accessibility.  We are providing supporting technology by supporting such technology.  We would like to provide the senior or the disability friendly technology with that, web accessibility will promote.


This is the conclusion.


In Japan, we do have web standard and web content accessibility based on JIS is something that we are proceeding at NTT Laboratory. 

ICT services accessible for everyone.  We are developing the technology for that purpose so that we can provide accessible ICT services friendly to elderly and people with disabilities.  Thank you very much.


(Applause)

>> Thank you very much for your presentation.


Our next speaker is Mr. Nick Tanton of the BBC.  He's currently working as head of technology for switchover help schemes.  They converting from the digital broadcasting.  He's the head of technology and helping those would are switching over.  For the disables and those would have a problem with purchasing a new digital TV.  So his presentation is "Media Accessibility and Research and Development In Europe." 

>> NICK TANTON: Voila! 

Well, firstly, my thanks to NHK and inviting me to talk.  The other challenge to the busy and exciting day is to have something new to say, because many of the speakers have already spoken about some of the things I will talk about.  So my apologies if you get that feeling of what the French would call deja vu.


But importantly, what I am going to talk about, despite the title, is I will talk a bit about some of the development that is going on in Europe, and to a certain extent the research.  But I also mention it in the context of increasing volumes of access services being applied to television in the UK and in other European administrations.  And I also want to underscore the importance, the companionship the usability has with accessibility.  So I will talk a bit about that.


Now, one of the challenges where large amounts of subtitling and audio description are being made, particularly by service providers who may be providing a number of challenges on various platforms, is providing the widest coverage, programmes, channels, and delivery platforms at an affordable cost and they are all practicable circumstances and with the highest possible quality.


And inevitably as we heard already, there's a tension between the volume of content that you are providing assisted services for, your accuracy, at least for live subtitling, for example, or for audio description where sometimes you might over speak inadvertently over speak the end of narrative. 

Timing, by that I mean the timing, including the timing of the content so that it's available and can be joined to at play out and the cost.  And the only way we can do the sort of 100% subtitling which many people are aiming for and some public service broadcasters are achieving is to be very careful and pare away.  For those organisations that are represented here who perhaps are still managing to only do 50% of subtitling, is that when you are doing 50% of subtitling, if you miss a programme or perhaps make a mistake, you will get understandably annoyed correspondence complaining about it, but it gets more and more certain that you will get complaints when you get to doing 100% subtitles.  The expectations go up significantly and, indeed, we found that people get picky very, very worried about spelling and grammatical errors on live subtitles.


And the other challenge is for anybody who has built a real broadcasting system is you may aim for 100%, but Murphy's law being what it is, occasionally something goes wrong.  So you never actually achieve 100%, unless you are very lucky and over a short measuring period. 

So most important contemporary developments in Europe are focused on the tools for authorizing on looking at forensically at each step of the work flow and on every process of content generation.  We've heard not the least from Giron that cost is imperative.  And I will talk mainly about subtitles, but it's applicable to other access services.  We are working hard in Europe to try and integrate authoring of prepared and live subtitles to help so that your skills can sit across all the skills ‑‑ the subtitle can sit across live and prepared subtitling, sharing resources, giving wider stills and with all the architectural benefits of the system that doesn't require you to patch in to your broadcast network, a live subtitling work station.


Increasing use of script data for live news.  Now, that might sound a bit precious, but some broadcasters, their news is very heavily scripted and there's hardly anything that is really live.  The newscaster may well be reading from a teleprompt and every item has been preprepared, certainly in the U. K and other broadcaster I know do.  This there are occasions when quite a lot of the content in the news programme may hop between something that's prepared and something that's live, and that has a particularly interesting challenge when it comes to compensating delays.  And the distinction between correspondents who are very good at speaking and therefore when someone is respeaking, there's very little respeaking delay and when you are trying to represent the subtitles for some on the street interview, perhaps somebody who is not speaking their first language or is not speaking coherently, like a politician. 

And importantly, the improving tools for grammatical and lexical checks.  For those who never dressed themselves for doing a major sport event.  If you are faced with a whole host of different names at forthcoming Olympics or Wimbledon, you do need to have preprepared for respeaking, in particular, you need to have preprepared the spellings of competitors, for example. 

Now, while I said here, the speaker dependent voice recognition does achieve very high levels of accuracy, even in English, I say, speaker independent voice recognition does lag behind, particularly when faced with a broad range of accents, dialect or vocabulary and with real world noise in the street interviews and so forth.  And as we heard, there are initiatives to work harder to ensure that speaker independent voice recognition comes up to the mark and we have seen the NHK demos yesterday.


Other subtitling developments include trying to manage the delays in live subtitling, including as I said where you have got a mixture in a magazine programme or in a life news between effectively prepared or as live and live subtitles.  The EBU is preparing or has prepared a profile of the W3C time text standard to replace but also to be able to convey old‑fashioned EBU STL files and they are intent on working on the live streaming protocol based on XML, and this August probably the eighth or the ninth in Geneva, there will be a workshop for people would wish to participate in that.


We have also, there's work going on to ensure that HTML5 properly supports subtitling and there's a challenging in maintaining consistency between your different service providers and between one service provider when his product appears on one or more different platforms because the community of users might one time be using a pull to see a game‑type technology, and wonder why the quality or the presentation method is not as good as on, for example, digital terrestrial or is different to that of DSAT.  Measuring quality is a challenge.  I don't think there will ever be an answer to that, but it's probably slightly more complicated than measuring the communications bit error rate, if you like.


Most importantly, at the moment, one way of reducing the cost is by finding alternative added values that can be got and the idea of using the method data or, indeed, using the subtitling data to provide you with a key for archive retrieval, content indexing to help with you play out material of archiving material in particular.


And there's a lot of work going on with hybrid delivery, as we saw at NHK's open day yesterday.


I should also note that I think it was this month for the beginning of the month, EBU published the transport of subtitles using MXF on the live TV production‑based environment which is worth people ‑‑ pointing people to. 

One challenge is that the diversity of delivery platforms increases with time, but there are further tensions now, because you need to consider authoring delivery and display as an end‑to‑end system.  Each part with its own constraints, economic or that you have been doing your ‑‑ you are not going to be changing the broadcast stream very frequently, but new products come on the market to receive them and so forth, and each has its own contribution to the user experience, good or bad.


Furthermore, and this is hard bit, there are different life cycles with each part of the chain.  So a broadcast system will tend to live longer.  Your content will have a longer lifetime than contemporary products for the consumer.


So you need to design your authoring system and your file structures and so forth so that you can use them on a number of platforms, not just the ones you have got at the moment, but ones that might come up in the next ten years.  This leads to this idea of author wants to deliver many, which is exactly what we heard really about universality.


And every system designer, whether they be somebody dealing with the platform, someone dealing with the broadcast end or perhaps the designer of a new IDT‑TV or a recorder needs ask themselves what are the service requirements because that's the important bit as far as it's concerned.  Are you delivering what helps the user?  So it is slightly unimportant as to whether your audio description arrives as broadcast mix or receiver mix.  Is it doing the right things?  And the important bit when you consider this, which is feeds ‑‑ feeds also nothing about us without us is that all of those involved need to have some understanding of the realities of the end‑to‑end chain and I can think of nothing more pleasing than to have helped take a set of profoundly deaf subtitle users around the system in the BBC to show them just the complexity of live subtitling and to bring to them the fact that it was never going to be perfect.  It's a very hard job.  You are dealing with people who mumble or you are dealing with information which comes at you without any warning.  And having done that, they went away with a much greater sense of, ah, now I understand why the accuracy as it is.  So it's managing the user expectation without patronizing but actually putting things in a pragmatic context.


Now, what I'm going to briefly do is dive off in a slightly different direction to tell you a bit about the UK switchover help scheme, but only because the sheer number of products that we have shifted and put into people's homes and having to be very careful with issues about how access services are managed by those products and the usability components of it gives us a little insight and some lessons that I would like to share with you.


Since 2007, the BBC has been managing a scheme to ensure that older and disabled people, that is people 75 or older and those would are disabled are not left behind with a blank screen as the UK switches analog television off and moves to digital television.


The switch over itself commenced in 2008 and will be completed at the end of this year, well, late October and we have been doing it region by region, 12 are completed.  This month, we will finish the 13th, and then in October we finish the last.  We have contacted over 9 million who are elderly or disabled and we have completed more than 1.25 million installations.  I will tell you what that involves in a moment.


Now, as all know digital television presents excellent opportunities to include access services and equal many opportunities to get it wrong.  I'm not sure we got it right, but we certainly learned some things from this.  It also allows you encourage ease of use.  We have closed elective captioning.  We have audio description.  We have signing still in the UK is in vision on selected programmes.  But the scheme has gone to a lot of trouble to find out what it was trying to achieve and this sort of cartoon indicates that we have gone out.  We have gone and done call centres.  We have done ‑‑ and gone into the streets.  We have gone and asked people.  We have gone and asked representatives of the elderly and the disabled.  We have gone and asked the elderly and the disabled themselves what it is they wanted.  And we also ran a call centre.


So the nature of the help is that people would choose to take our help get a choice of easy to use equipment.  The installation of that equipment, a demonstration, a new aerial dish if that's required and free after care for 12 months.  Importantly, that's not speaking to an automatic machine, but we guarantee that they will speak to a real person within 15 seconds and they can do that time and time again.  We have one or two customers who get I think a bit lonely and have called at least 40 times but we will still listen to them. 

And the kits we have selected and give them, we have only intervened in the marketplace by specifying the requirements of suitable equipment, that is what the equipment was supposed to do, but not saying how it might do it.  That's enabled manufacturers to enable their own ingenuity or to use their functions that they are particularly happy.  We have audio beeps to tell you whether a programme has got audio description on it or not.  We go to a lot of trouble to help people, a button on the remote which turns the subtitles on and off.  These are all fairly obvious things but aren't universal in the marketplace.


A home button so if someone is confused as to where they are, you can press the but top and it will take you to channel 1.  That's particularly helpful if you have someone on the phone, can you turn it on?  I don't know where I am.  Get lost.  Press the home button and it will take you there and then the dialogue with help can go on.


We have particularly gone to a lot of trouble and saved a lot of money and made a lot of help for people by providing easy navigation when a new service appears, the service discovery issue.  So we do have quite a lot of substantial lot of experience of the important of usability in this case. 

So lessons we have learned from this.  We have engaged thoroughly the user community but we have gone to a lot of trouble to listen to a lot of them and not to cherry pick the convenient opinion or one particular person's view. 

We have taken a wide range of input and applied reasonable pragmatism.  Again, this is nothing about us without us, but thinking of if you were to listen to a particularly vociferous complainant that's not nothing without me.  So we have had a dialogue with the users at every stage.


We have supported the widest possible range of capabilities, but at a sensible cost, we have not been able to deal with absolutely everybody and multiple disabilities and importantly, we emphasized recognizance rather than solutions.


Now we come to the important bit that access services are no good at all if you can't find them.  So we have and we commend clear, short and uncluttered menus in easy to read fonts and high contrast as we heard from the previous speaker. 

That infrequently user menu items or user functions have to be supported even more so because if you are only going use them once every six months, then you will forget how they work.  There should be no unforeseen or unexplained surprises to the user experience.  I pressed a button and it did that.  Why?  So everything thought about.  Prompt and appropriate audible and visual feedback so that the user knows what she or he has done.  So if you have turned the subtitles on but you happen to be on a program that isn't subtitled or gap between subtitles something comes on the screen and tells you what state you have turned the subtitles on to.


Pan and importantly ensuring the presence or absence of assistive components, however it's delivered, is signaled simply, dynamically and accurately.  So if a programme appears and doesn't have subtitles, people are not led to wait for it.  And that is done typically in DVB by inspecting information that is already in the broadcast stream is modulated in a programme‑by‑programme basis, and importantly, about getting consistency across channels.


Perhaps it's obvious but understanding an easy to understand plain language help in an appropriate format.  We do have customers would are blind or partially sighted and we will offer them CDs, audio CDs that explain the help they are getting and perhaps how to use the equipment as we have heard blind and partially sighted people are great users of television. 

Importantly this seems precious again, but it's real.  Thoroughly testing the equipment when we have prototypes or equipment about to go out into the feels to be deployed against a wide and representative range of real world circumstances, not just testing in the lab or testing them on a set of compliance test streams against which, of course, they will either pass or fail.  But you've got to know how these things work so that your help line can explain it.  And that's important, because if you are a theme manufacturer, the last thing you want is people phoning you up saying it's gone wrong.  Well, I think it has gone wrong because you haven't designed the interface correctly.


The post sale products support is a significant cost and that is something you should be able to significantly reducing, increasing your margins.  We have shown in this whole thing that suitable use of features doesn't have to significantly increase the manufacturing cost.  Receiver mix AD is now ubiquitous in the UK, not in all products but products which are no more costly than the same equipment without AD because it's done in software, for example.  Again, understanding the end‑to‑end chain is important.


We heard two talks before about talking functionality.  And they are now in the UK set top boxes from Harvard which use the newest text‑to‑speech options and DVRs from TVonics and recorders call out more than anything else because they are complicated they call for text‑to‑speech to help those with learning disabilities or sight impaired and there are 30 models in the iDTV and DST.  All of these were instituted with the Royal Institute for Blind People.  Among other things they present you with choices in EPG, whether you see it in a vertical list or a grid form and they allow you to change the contrast of the menu and being ‑‑ and quite a lot of the work in digital Europe which is taking place to ICT which we hear laterally derives from that work that the RIBP has initiated.


And the help scheme is providing talking boxes, the Harvard talking box to people who choose it, and the registered blind and the partially sighted.


Finally, there's absolutely no doubt that we're seeing other ways of interacting with entertainment equipment and the gesture approach is used, for example, by Kinect and it's shown in spring shows will finally take a market ‑‑ take a place in the market for specialty assistive devices but one of the prerequisites for that, really, if it's to be wide spread will be to have some generic user interface, control interface to home equipment and work has been reported from BBC R & D amongst others on working towards that we will allow specialist assistive devices to be developed to meet a wider range of single or multiple capabilities. 

Thank you for your attention.


(Applause)

>> Thank you for your presentation.  We have a small amount of time, but we could be able to take some questions or comment on those presentation. 

The question can be in Japanese or in English.  Microphone, please.  Just give us a moment.  We will bring you a microphone. 

>> AUDIENCE MEMBER: Thank you very much for the very meaningful discussion.  My name is Yamazaka.  There's one question.  The earlier presentation, the Kinect, it may be visible in implementation and what specific use is assumed in your idea?  Could you elaborate on several examples in thank you.


>> Which kind of Kinect and the set top boxes.


>> NICK TANTON: That's what's still going on.  There's a lot of interest, I think, in trying to free one's self.  I know the ‑‑ the man who allegedly invented the remote control has only recently died but the remote control is very good semi universal means of interacting but it's understood to be particularly difficult for those who might have dexterity problems or movement problems in general.  And it's somewhat limited.  We have a major problem in the help scheme where it's almost inevitable if you have elderly people wore used to having television with five buttons, channels, one two, three, four and five and that's the only changes they need to make to suddenly be presented with digital television with a promote which requires probably at least 39 buttons unless you go to a lot of trouble otherwise.


So new methods of interacting with entertainment devices are clearly needed, particularly for people with motor skill challenges. 

But that's work in progress, if you like. 

>> Thank you. 

>> AUDIENCE MEMBER: Thank you very much.  I'm an engineer.  You talked about the call centres.  When you have questions from the users at these call centres, if you don't know the status of the terminals or devices that are being by users, you cannot address those problems.  I think with facsimile, if ‑‑ I think you have a device in the past which allows you to check on the status of the devices that have been utilized by the users.  So I think there are conditions to allow to us this.  Do you have an ability to remotely identify the devices being used by the users?  Will this be reflected in the standards going forward?

>> NICK TANTON: I think that's ‑‑ as we have implemented it, that's been more of an issue of the process that we have put in place.  Because we have been agnostic of which manufacturer made equipment, as long as it accorded with our particular standards and requirements, we have various models and over five years, the lifetime of a product means that you will end up with several models and possibly several manufacturers.  So it's opinion very important that if we have a customer, whom we know, Mrs. Goggins at 3 Stations Cottages or something like that, we will have delivered to her a particular model of a box, and that's recorded on the installer's PDA and that's then ascribed to her data file.  So that when she phones up to say I have got a problem.  I can't find subtitles or something like that.  The call agent calls up her user number, her customer number, her address even and can see that she was given a TVonics MDR252 and which model and serial number it was.  And so they immediately then get a screen with the diagnostics of what ‑‑ how to answer the user.


So that audit trail from the consumer ‑‑ are ‑‑ or from the customer, right for each call center is there.


Now, I know that's very difficult if you were, let's imagine, you were somebody in an Islamic call centre and they bought their box in a particular department store or they bought their TV in a particular department store and then you say, I'm sorry, my dear, you have to look around the back of this 40‑inch display.  Get it out and tell me what the model number is and the serial number is.  That's, I think, why registration ‑‑ you know, why people register their product or are encouraged to register their product, not for the guarantee because in Europe, certainly in the UK, the equipment would be guaranteed even if they didn't send the guarantee back.  It's to enable the call centre to make a one‑to‑one correspondence between the serial number, the product, and the owner.  And that's very important.  And, of course, as I say, also then building in then simple mechanisms to the user interface that allows the call agent to take the user through a very simple set of steps to try and work out what's wrong. 

Maps I'm like a major manufacturer we give as part of the service, and this is a rather special service but nonetheless we do give people a year's worth of post installation support and that which yous in the user can't mend it themselves or get it right themselves by turning it off and turning it on again or something like that.  Then an installer will go one round with the replacement.  So it is a slightly special if you like a premium of Harrod's like quality of service.  But the principal really is that if you designed your user interface, and with thought for the post installation support, you can reduce your service costs too.  And we have.  The assistance in service discovery, because as you imagine, as many people in areas where they can see more than one channel, or one transmitter for terrestrial, for example, they may find that there's something happening to the services on one transmitter, but not to the next because it's a local programme.


And so we've provided a great deal of assistance and special functionality.  It's not hard but it was thought about it that allows them to see through retuning just through the press of a button as a result of signals in the broadcast stream, the set recognizes them.  It says the time has come, you need to do reach‑in, press okay and I will do it for you.  Now, that's hugely reduced the amount of people calling the call centre because they have lost their services or suddenly they can't get BBC1 or they get the wrong region of BBC1 because they are in an overlap area.  So it's thinking about that sort of thing.  It's not just good for the user, but it's also good for the manufacturer's bottom line. 

>> Is there any additional comment from the manufacturers side?  Because nick is from BBC.  He's a broadcaster.  He's also working in the facilities and also he's a part of the DDT in the UK.  He's a in a unique position but it would it be better to have some comments from the manufacturers? 

>> Hi, the microphone is not on.  I'm afraid the interpreter ‑‑

>> This particular question? 

>> Mr. Tanton, thank you very much for an excellent presentation.  My name is Hikalka from the hearing impaired association of Japan.  At BBC, what type of contact do you have with people who are impaired?  Do you have regular meetings with people who have disabilities or do you go and visit them?  What is your interface if you well people with disabilities?  That's my question.  Thank you. 

>> NICK TANTON: Well, we have frequent meetings with third sector organisations such as the RNIB, and the organisation whose name I forget but replaced the RNIB, the Royal Nation ‑‑ it's the Action for hearing, I think that's right.  And with organisations representing the elderly and people with multiple disabilities and arthritis and so forth.


As far as the help scheme, the whole scheme was set up in response to concern from a group of third sector organisations, including those who were worried about for switchover and worried about the equipment that was currently available in terms of its not being easy to be used.  They were very Evangelical and they are knew what they wanted to see in a set top box, but all had their own different slant on what they would like to see and how they would like to see it represented in product and in the user experience. 

And Her Majesty's government decided to turn them into a committee.  That's usually with happens when you have a lot of people, but this committee produced a wish list of the things they would like to see in equipment if people were going to survive switchover.  And with guidance, they were encouraged to make this into a list of what they would ‑‑ what were requirements rather than a set of solutions which weren't necessarily practicable.


And by doing that, as I said, these are the requirements.  I don't mind how you do it, that then meant that we didn't end up by having to go out and specify a very specific product that was not made by anybody at great cost and interfering with the market and possibly being accused of unfair trading other things.  Not that that was particularly important but it's one thing that you would like to avoid and it's been very successful.


As I said, one in a quarter of a million we have a universal remote, a remote that will perform on and off and volume functions on your television as well so that the average user only feeds to use one remote for the box and the television and not juggle with more than one remote, as long as the universal remote has been paired to the television and that has been a huge success.  We have had very little complaint, very little bits of kit going wrong.  And, in fact, because we have gone to a lot of trouble testing and being very specific about making sure that the manufacturers have thoroughly tested their middleware, the rate of returns where there's a fault as opposed to occasionally people will send it back because they ‑‑ they can't deal with it at all, particularly elderly people didn't like the change in the first place, our rate of fault found is an order of magnitude less than the industry would expect for consumer electronics.


And our set top boxes, for example, I don't know how you would ‑‑ if I tell new sterling that, they are factory gate prices about 25 pounds so we are not buying Rolls‑Royces.  We are buying Travans.  We are not buying Lexus, we are buying the little one, not the big one as it were. 

And that's ‑‑ and it is ‑‑ it has worked.  And as I say, with the engagement of the people, and the BBC for its access services has regular meetings and in the event that something goes wrong, we are the first to hit.  I said that people get very discerning when you are doing 100% subtitles, I mean, something goes wrong.  When Ruth Myers emails me and says something has gone wrong Nick, could you kick the powers that be and make sure it doesn't happen again?  People pay a lot of attention to that, because we do care about it.  We want to our products to be universally accessible, as far as humanly possible. 

>> AUDIENCE MEMBER: Thank you very much.  In Japan, the television vendors and the broadcasters have created an organisation to promote digital television.  And as a result, the physically ‑‑ the people with impairment and the association of people with impairment were able to host various meetings to convey their requests to the broadcasters and we were able to ask many questions and seek explanations.  So thank you very much.  Your experience was of great use to us.  Thank you very much, sir. 

>> Okay.  I would like to ask Nick's comment.  Nick is based in BBC.  Also he's a member of digital TV group in UK.  That's between the manufacturer and the broadcaster.  So those communicate having regular meeting and regular input from the user groups and deaf associations and others.  It's a quite healthy discussion has been made and implemented. 

>> NICK TANTON: If I can just add one, there was a comment made this morning about 3D TV and subtitles, DVB has actually started work on ensuring that subtitles in a 3D environment will be supportable in DVB world at least, and on Wednesday, I'm going to visit Sony in ‑‑ just down the road. 

(Laughter).


So talk with them about it.  You know, it's beginning to work and it's IBC which is the annual convection of broadcast technology in Europe in September.  We are hoping to have a demonstration of 3D subtitles with 3D content where the subtitles are placed in the right place so you are not having to keep refocusing in order to read the subtitles.  So work is being done.  There are considerably other questions which I hope Pilar and her colleagues will be doing as to looking at the grammar and the actual ‑‑ the aesthetics of 3D subtitling but the technology at least will be able to support it, I hope. 

>> Okay any other questions from the floor? 

Okay.


There was a question in Japanese from the Twitter.  Let me state in Japanese.  In British YouTube and Smart Tube standard has been created.  For the smart, isn't there a word in the ‑‑ there is a trend in the world that is ensuring the quality of YouTube or other media? 

Going forward they have partnerships with broadcasters to ensure information.  It's a question about the smart TV, YouTube and also the insurance of information through linkage and partnership with NPO.  Those are the questions. 

>> NICK TANTON: I think I can't produce an instant answer to that.


>> Yeah, I know your view is the BBC's product, but I haven't ‑‑ I haven't gotten any information ‑‑

>> NICK TANTON: No, I think it's safe to say that you view is a joint venture between the BBC and other players.  And the intention is that accessibility will be much the same as it would be for push content.  How this is manifest remains to be seen because as you may realize, we have yet to have seen other than prototype terminals for your view.


But throughout ‑‑ as, indeed, in the UK, free SAT which was a free to wear satellite TV joint venture and I helped to write the accessibility spec for that and we made absolutely sure that the standard industry set top box should fully support subtitles and audio description and have a button for subtitles and in principle in the original spec, it should have had a button for AD, but in the haste to launch it, somehow that didn't get policed properly.


For example, one thing I omitted to say, free view which is the UK DTT.


Platform, while AD has been optional for standard devastation services and standard definition receivers, the support of AD in HD product is mandatory.  So there's mandatory support for subtitles, mandatory support for audio description built into the branding.  So if you want the free view brand, you need to have gone through all the tests, the technical tests but also you need to satisfy some requirements of which accessibility are high on the list. 

>> There is there a television operator that would like to contribute on this issue?  Yeah, because if you talking ‑‑ start talking about smart TV that is the ability of the broadcaster and the communication. 

In case of certain content in Europe, that would be governed by the one regulatory board.  So it may be much easier to do it, but as far as I know in Japan, it may be quite difficult because of those restriction on the broadcaster versus the telephone operator or the communication operators. 

Is there any other questions to today's workshop? 

Thank you very much.


(Applause)

So now Mr. Peter Looms will make some concluding comments. 

>> CHAIR: First of all, I would like to thank our hosts here in Japan for what has been an incredibly interesting day's activities.  We have had an interesting title "Making Television Accessibility from Idea to Reality."  So we haven't just been talking in ‑‑ in general terms.  We have been thinking about human beings and how we can make systems so that as many people as humanly possible can actually enjoy watching television.


This morning, we started with a couple of ‑‑ well, I would call them humbling keynote addresses.  I thought impressed and humbled when we heard about how broadcasters tried to help the community at large on the 3/11 crisis, and also Mr. Ifukube's presentation about the aging population.  He was talking about the role that media played and the role that television plays and it's one of the points that I can remember was the fact that for many elderly people, television is a friend.  It's not just a source of information or entertainment.  It's a friend. 

And after the first presentations, the two keynotes, we went on to hear from representatives of organisations would represent persons with disabilities.  First of all, about the various barriers as seen by those would are deaf and hard of hearing, and a very eloquent talk by Mr. Iwai for the hopes of feedback accessibility for those who are blind and have visual impairments.


So the morning was primarily about the immediate past and the present and after lunch we continued looking at some of the challenges.  So if ‑‑ if we agree that we want to make a difference, we want to make a change, Gion Linder was looking at the challenges in facing those with hearing impairments and Pilar talked about those with cognitive impairments and Dr. Ito was talking about sign language and sign language interpretation, and a number of these issues that we have to resolve there.


Alexandra Gaspari told us briefly about the overall parent organisation, the ITU, which is part of the United Nations and how what we are doing fits in with a number of other initiatives.  And after the coffee break, we started to look not just at the present but at the future, at what were the emerging solutions from NHK, from Mitsubishi and from NTT and Nick Tanton rounded off with a case story from the UK about the importance of thinking carefully of universal design and the fact that it can, in fact, make economic sense for how we are manufacturing, for broadcasters and others to design things so as many as possible can benefit from these services.


What I will take away from this are some issues.  First of all, the fact that we are a group of diverse individuals, and if we ‑‑ if we celebrate diversity rather than regard it as a negative quality, the fact that we are all different should, in fact, be a positive thing.  And by designing things carefully, we're not just focusing narrowly on disability, but, in fact, on changes which are going to affect each and every one of us at some time in the course of our lives, from the cradle to the grave. 

So accessibility and its ‑‑ and its sibling usability, designing things properly, designing things with and for those who are going to be using television are basically common sense.  But we need to be more than just thinking and using common sense but actually working very systemically to use the information that we have, for example, in this room.  If we work on our own, as a particular group, as an NGO representing persons with disabilities or as a broadcaster or as a telco or as a consumer electronics manufacturer, we can only solve part of the problem.  It's a bit like the metaphor of the blind priest and the elephant.  If we only have our tactile senses as a way of understanding what that animal is like, we'll only understand something about the tusk or the trunk or the leg or the side of the beast.  But if we actually try to create a forum in which we actually respect and use each other's expertise and expectations, then working together building a consensus, then we really can make a difference, not just for a spall group, but for a far bigger group. 

And I think the example of the UK is an interesting one in that it has, in fact, used just about everybody would is actually concerned with television to look at the usability and the accessibility issues to design things for people, not just for engineers. 

So I found it a very inspiring and interesting day and I very much hope that the rest of you have found something in the course of the day you can take home and use.  If there's anything we can help you with as we move forward, you now know some faces, some names and you also have some email addresses and some web sites.  So remember the English expression is perhaps it's better to look foolish for five seconds than to remain ignorant for a lifetime.


If you have a question, by all means, ask the question.  There's no such thing as a stupid question, only a stupid answer.  Suddenly the focus group for audio media accessibility is open to each and every one of you if you would like to contribute, you know, know who we are and what we do and you should be able to get in contact with somebody would can help you move forward.


Finally, I would very much like to thank our colleagues in the room.  That's to say the sign language interpreters who I found really impressive.  As a community, they never failed to impress me as professionals because of their dedication.  And I would like also like to thank our colleagues in Boulder, Colorado, yet again for having done such a wonderful job in providing the live captions.


I think I would like to invite you all to show your appreciation also to Dr. Ito and his team at NHK and perhaps we could show our appreciation for both those in the room and those would have made this event possible in the usual manner by clapping our hands.


(Applause)

Dr. Ito do you have any other final housekeeping remarks before we conclude? 

So Alexandra would have a couple of words too.  Yeah. 

>> ALEXANDRA GASPARI: Thank you, Peter.  Just to wrap up this very interesting day and thank everybody for having joined the workshop first of all, to thank the host and especially Mr. The director of the science and the technology research laboratory Dr. Ito‑San and his team.  I would like to name everybody.  But many, many people were involved in the organisation for many months now.  I would like to thank each of his team.


I would like to thank the sponsor that made this event possible the support centre for the advanced communication and research.  The association of Japan, the ministry of internal affairs and communications and many others that made this event possible.


I would like to thank what Peter said, the sign language interpreter, the interpreters have made an excellent interpretation, I have to say, really excellent.  The captioner in Colorado, everybody that came today, they made an effort to travel and invested your time on this.  The remote participants, we had an average of 15 remote participants from Japan, Taiwan, Ireland, and Switzerland as well.  So I would like to thank them also too and from Canada as well.  So I would like to thank them for having participated.


I would like to add two other remarks.  First, how can we go forward?  All the contributions from today or so impressed.  Please bring your work to ITU.  You have already done the work.  You are doing the work with your organisation, but please also bring the work to the study groups we have.  We have two set of groups that could be relevant, Group 9 and Group 16 which we are a part of it.


An second thing, all the material that was produced today will be shifted and archived in the ITU web site of the workshop.  So all the English transcripts and all the presentations, they will be available for future reference. 

So anyway, thank you very much and I would like to close the workshop.


Thank you. 

>> Lastly, on behalf of the organiser, I would like to have some requests.  Please return the interpretation devices back to the reception before leaving this conference hall.  Thank you very much for your kind attention.  Thank you. 

(End of meeting 17:55) 
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