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India’s Internet Infrastructure 
• Submarine cable systems 

– Consists of under sea optical fiber 
cables that connect cable landing 
stations located in different 
countries 

• Nationwide, Metro and Access 
Networks 
– Domestic traffic is transported on 

nationwide networks of various 
telecommunication operators 

• Internet Exchange 
– ISPs can peer at Internet exchange 

and route domestic traffic within 
the country  
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Why is the Broadband market stagnated? 

• Cost of Bandwidth 

• Pricing model 

• Technological failures 

• Lack of CAPEX foresights 

• Nash deficient business model 

• Regulatory implementations 



Characterizing Indian Market 
Year Internet Subscribers Broadband 

Subscribers 

Target Achieved Target Achieved 

2005 6 5.55 3 0.18 

2007 18 9.27 till 

March 07 

9 2.34 till 

March 

07 

* Number of subscribers in Millions 

Target fixed in the national broadband policy unachieved 

Broadband penetration % Need for speed! 



Making broadband profitable –   
     Approaches  

• Pricing model 

• Technology offerings 

• Customization 

• Content 

Our solution to your business needs lies in a combination of all 
of the above.  

It will require some effort to change each of these.  
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It is really a business problem!!!  



Problem and solution 
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Results 
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Fig.1. (a) Typical network infrastructure in India (top) and (b) desired network state through our solution (bottom). 



Proposed Transition 



Justification for the transition 

Projected broadband adoption rate (above) and Projected Content Migration (below).  



List of  Parameters 
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Market Size [ M(t)] 10000000 Rate of interest (Fiber) 2.5%  

Cost of OLT USD500/Unit Loan period (Fiber) 40 years 

Cost of Fiber USD2000/Km Rate of interest (Equipment) 2.5%  

Fixed Cost of WDM USD20000/Node Loan period (Equipment) 15 years 

Variable Cost of WDM  USD2000/Gbps Percentage Download in Total traffic (β) 80% – 80% 

Fixed Cost of IP USD25000/Node Percentage Overseas Content (α) 80% – 80% 

Variable Cost of IP  USD3500 Expenses parameters  

Metro N/W Fiber length  290 Km  Contribution of equipment (C9 ) 0.12 – 0.07  

Cost of International B/W (do) USD0.01/Mb Contribution of License cost  (C10) 0.04 – 0.03 

Cost of Domestic B/W (di) USD0.0002/Mb Contribution of Building & land (C11) 0.03 – 0.05 

Cost of DSLM USD1000/Unit 



Parameters for Proposed Model 
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Up time Home User (ρ1) 
3480 – 5400 

min/month 

58 – 90 

hrs/month 
San Equipment cost USD 1000/Tb 

Up time Enterprise User (ρ2) 
9000 – 9000 

min/month 

150 – 150 

hrs/month  
Datacenter OPEX (ϵ) 0.30 – 0.30 

Up time Corporate Users (ρ3) 
12000 – 12000 

min/month 

200 – 200 

hrs/month 
Home User (f1) 40% – 60% 

Average data transferred (κ) 1.5 Mb/ min  Small Enterprise User (f2) 50% – 30% 

Billing Rate IPTV  USD 5 /Month Corporate Users (f3) 10% – 10% 

Billing rate Telepresence USD 20 /Month Home User IPTV (f4) 5% – 60% 

Percentage 

Content 

Migrated  to 

India (γ) 

Best Case 12% – 90% Enterprise User IPTV (f5) 0 – 0 

Average Case 12% – 75% IPTV Corporate  (f6) 1% – 6.5% 

Worst Case 6% – 61% 
Home User using   

Telepresence (f7) 

0 – 0  

0 – 5%  

Reuse Factor (R) 0.50 – 0.50 
Enterprise Users  using 

Telepresence (f8) 
0 – 0 

Datacenter Hosting charges USD 20/GB/month 
Corporate Users  using 

Telepresence (f9) 
6% – 40% 

Traffic to Datacenter charges USD 20/100 Gbps 
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 Fig 1: ISP’s profit v/s customer base growth  



Consolidated data for income and 
expense  
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Optimistic 

Case  –  

Total 

Expenses

Optimist

ic Case  

–  Total 

Income

Optimistic 

Case  –  

Profit/Loss

Aggressi

ve Case  

–  Total 

Expenses

Aggressi

ve Case  

–  Total 

Income

Aggressive 

Case  –  

Profit/Loss

Present 

model Total 

Expenses

Present 

model 

Total 

Income

Present 

model 

Profit/Loss

1 2965.3 1034.62 -1930.68 2965.3 1034.62 -1930.68 1999.67 1712.16 -287.51

2 3153.91 1557.05 -1596.86 3166.26 1557.05 -1609.21 2294.42 2031.79 -262.63

3 3421.92 2089.09 -1332.83 3414.63 2149.68 -1264.95 2639.36 2411.09 -228.27

4 3711.65 2754.66 -956.99 3678.04 2895.6 -782.44 3043.54 2861.19 -182.35

5 4024.03 3584.46 -439.57 3955.73 3830.63 -125.1 3517.71 3395.32 -122.39

6 4359.76 4616.06 256.3 4246.24 4998.63 752.39 4074.6 4029.16 -45.44

7 4719.13 5895.36 1176.23 4547.26 6453.31 1906.05 4729.28 4781.33 52.05

8 5101.9 7478.44 2376.54 4855.25 8260.37 3405.12 5499.65 5673.92 174.27

9 5507.04 9433.74 3926.7 5165.18 10500.1 5334.94 6406.88 6733.13 326.25

10 5478.99 11844.7 6365.73 4919.06 13270.7 8351.61 7476.11 7990.08 513.97

7844.57 14037.73 -62.05

Present model

Year

Proposed Model

TotalProfit/Loss TotalProfit/Loss TotalProfit/Loss

Table 2: Consolidated data for income and expense – customer base 15% to 70%  
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 Fig 2: ISP’s profit v/s tariff plans  
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Present Model Proposed Model 

Billing rate/ Mb Download USD0.02 Home user Billing rate USD30 /month 

Billing rate per minute plan USD0.016 Small Enterprise User USD50 /month 

Billing rate Cyber café  USD 100 Corporate Billing rate USD200 /month 

Billing rate Corporate user USD 100 Cost of ONU USD185/unit 

Customer Base 10 – 40 % Customer Base 15 – 60 % 

Fig. 3.Average income and expense in Case1 Fig. 4.Cash-flow per fiscal year in Case1 

Case specification for Case1 
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Present Model Proposed Model 

Billing rate/ Mb Download USD0.02 Home user Billing rate USD30 /month 

Billing rate per minute plan USD0.016 Small Enterprise User USD50 /month 

Billing rate Cyber café  USD 100 Corporate Billing rate USD200 /month 

Billing rate Corporate user USD 100 Cost of ONU USD185/unit 

Customer Base 10 – 46 % Customer Base 15 – 70 % 

Fig. 5.Average income and expense in Case2 Fig. 6. Cash-flow per fiscal year in Case2   

Case specification for Case 2 
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Present Model Proposed Model 

Billing rate/ Mb Download USD0.02 Home user Billing rate USD10 /month 

Billing rate per minute plan USD0.016 Small Enterprise User USD60 /month 

Billing rate Cyber café  USD 100 Corporate Billing rate USD250 /month 

Billing rate Corporate user USD 100 Cost of ONU USD185/unit 

Customer Base 10 – 40% Customer Base 15 – 60 % 

Fig. 8. Cash-flow per fiscal year in Case3   Fig. 7.Average income and expense in Case3   
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Present Model Proposed Model 

Billing rate/ Mb Download USD0.02 Home user Billing rate USD10 /month 

Billing rate per minute plan USD0.016 Small Enterprise User USD60 /month 

Billing rate Cyber café  USD 100 Corporate Billing rate USD250 /month 

Billing rate Corporate user USD 100 Cost of ONU USD100/unit 

Customer Base 10 – 40 % Customer Base 15 – 60 % 

Fig. 10. Cash-flow per fiscal year in Case4  Fig. 9.Average income and expense in Case4   





Customized equipment for YOUR needs 

Fiber IN
Fiber 

OUT

OSC card USD 6K

MUX/

DMUX

USD10K

WSS

USD15K 

per 5 

ports

Total node 

cost = 

USD55K

AMP=USD

5K

PREAMP 

=USD5K

MSPP=USD80K

Total L2Node = 

USD 200 K

IP router 

=USD180~280K

Intelligent CESR

Muxponders/

Transponders

Home-grown 

OSS

Optical node = USD 

10K

Layer 2= 

USD 10K

CESR USD 

30K

Total cost savings = 
USD 420K!!!  

Savings: 85.7%!!! 
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Market penetration – WiMax, PON, with and 
without competition 
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Engineering Telecommunications in 
the Developing World 

• Green-field networks – is the current protocol 
stack the right way to go? 

• Can we collapse protocols to define a new 
network hierarchy, yet be backward 
compatible?  

• Ethernet+MPLS in a Carrier class transport 
seems the way to go. 

 



Protocol collapsing – networks in the 
developing world 

• Networks are smaller, more managed 

• Using the experience of the developed world 
– no learning curve necessary. 

• Service centric. 

• Adding meaning to labels/tags. 

• Managing domains, providing protection and 
restoration, good OAM&P.  

• Creating a new hierarchy.  



Hierarchical  
systems 

Ethernet Switch 

Transport + 
TDM Connect 

ROADM 

ROADM 

POTS with  
ROADM 

Packet 
Optical 
Transport 
Platform 

ROADM 

CE, POTS, OTN  
and ROADM 

Ethernet 
Switch with 
OTN and 
colored 
Interfaces 

CAPEX intensive 
 
Sub-optimal 
management 

 
Unoptimized 
interfaces 

ODU switching 
 
Cannot meet dynamic 
bandwidth needs 

 
Suboptimal CAPEX 

Optimized for transport 
 
Cost effect  

 
Multi-layer optimized 

 
Management ease 

 
Multi-granular and 
dynamic support 

Convergence in the Network.. TODAY 



Access Metro Core Core/Long-Haul 
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Large Enterprise 
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Technologies across the Network Spectrum 
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ECR1000 

ECR100 

ECR1010 

ECR1000 

ECR1000 

ECR1000 

ECR1010 

ECR100 



Enterprise equipment 

Carrier Ethernet Transport 

WDM transport 
29 

Multi-layer optimization – smart intelligent design can save up to 
70% CAPEX and 45% OPEX 



Carrier Ethernet 
Switch Routers 

WDM Optical 
Transport 

Application 

Eth IP 

Ethernet 

C/D/UD-WDM 

OTN 
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The Rule of the Thumb Mantra for Indian Networks 

Note that just 
CE switches will 
NOT solve your 
problem 
 
You do need a 
routing 
component to 
the CE switches 

The protocol stack – note 
the absolute absence of 
MPLS and SDH 



Innovations at IIT Bombay 



(c) Prof. Ashwin Gumaste 


