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Introduction

The intent of this document is to provide some tutorial material to facilitate discussions of the requirements for the successful global implementation of ENUM, as described in RFC 2916
.  The ENUM protocol depends upon mapping parts or all of the ITU‑T Recommendation E.164 international public telecommunication numbering plan into the Internet Domain Name System (“DNS”).  At first glance a simple protocol, ENUM however raises a number of regulatory and policy issues, some of which are explored in this document.  In that regard, this document may generate more questions than answers but hopefully will be one of many contributions to an informed debate by the ITU membership.

This document is not intended to be prescriptive or to preclude other possible ENUM-like solutions that have been proposed.  It is based broadly on the scenario described in RFC 2916.  Implementation of ENUM in ITU Member States, if any, corresponding to their E.164 numbering resources, is not discussed here.  This document also does not discuss a key service component of ENUM; namely the association in the DNS of other resources or services with individual E.164 numbers using NAPTR records
.  Rather, this document focuses on the international regulatory and policy issues implications of RFC 2916 as they relate to ITU’s responsibilities
 vis-à-vis the ITU‑T Recommendation E.164 international public telecommunication numbering plan.  With that caveat, some of the technical issues discussed in this document may have relevance for Member States considering implementation of ENUM at national levels. 

This document is intended for readers who have a basic understanding of ENUM, the ITU-T E.164 international public telecommunication numbering plan and the DNS.  Additional tutorial information and detailed discussions are contained in a number of Annexes to this document.  Annex A contains a glossary of acronyms.  Annex B provides a background discussion of ITU-T Recommendation E.164 and the related evolving policy role of ITU Member States.  Annex C provides a technical overview of how the DNS works.  Annex D discusses the history of the DNS and some of its latest challenges, including a snapshot view of debates concerning alternative roots and multilingual DNS.  Annex E gives a description of ENUM and how the E.164 numbering plan would appear in the DNS.  Annex F is an in-depth discussion of policy and operational issues.  Annex G provides additional references to ITU-T and IETF standards-related materials. 

Background 

The Domain Name System is a distributed hierarchical lookup service.  It is primarily used on the Internet to translate between domain names and Internet Protocol (“IP”) addresses.  The ENUM protocol, published in the standards-track document RFC 2916, proposes mapping ITU-T Recommendation E.164 telephone numbers into the DNS. An overview of how the DNS works in given in Annex C, starting on page 15.

To understand the DNS hierarchy, it is helpful to examine the structure of Internet host names.  The last portion of a host name, such as .int, in the case of the www.itu.int (the ITU’s web site), is the top level domain (“TLD”) to which a host belongs.  There are currently a set of generic top level domains (“gTLDs”), such as .com, .net, and .org, as well as country code top level domains (“ccTLDs”), such as .be for Belgium, .cn for the People’s Republic of China, and .us for the United States of America.  Other top level domains, such as .int, .gov, .mil and .edu do not fit into either of the classifications above — they form a set of “chartered” TLDs with registration entrance requirements.  For example, only intergovernmental treaty organizations are allowed to currently register under the .int TLD.  Additional TLDs have been recently created, some of which should be available in late 2001
. 

The ENUM protocol involves associating telephone numbers with network resources or services in the DNS.  For example, a specific E.164 number can be coupled with, inter alia, other E.164 numbers, such as fax and mobile numbers, voice mail systems, an IP telephony address, an email address, a web site or any other resources or services that can be identified through a widely-used Internet addressing scheme called Uniform Resource Identifiers (“URIs”)
.  A description how the E.164 numbering plan would appear in the DNS using the ENUM protocol is in Annex E, starting on page 23.

The ENUM protocol requires that related services be looked up through a convention of one-to-one reverse mapping of digits
 in an ITU-T Recommendation E.164 number into separate DNS “zones” — which are then concatenated with another domain.  The Internet Architecture Board (“IAB”), has proposed that this domain be “e164.arpa.  As of September 1, 2001, there is not yet final consensus by ITU Member States on the usage of the e164.arpa zone or of a particular operator of this domain.  With that disclaimer, the domain “e164.arpa”, referenced in RFC 2916, is used below solely for the sake of discussion.  Additional discussion of the ENUM Tier-0 zone can be found on page 8.

Working Definition of ENUM Tiers

There is a range of options for describing ENUM administrative and technical levels and roles
.  However, some commonly used working definitions have emerged where Tier-0 refers to the root level of the ITU-T E.164 numbering plan, Tier-1 refers to the next level at the “country code” level, and Tier-2 refers to an actual subscriber telephone number 

Box 2: ENUM – An Enabler of IP Telephony?

One of the technical challenges raised by the ever-closer integration between circuit‑switched and packet-switched networks is how to address calls that pass from one network service to another. Generally, it is assumed to be desirable that an integrated global subscriber access plan exists. For example, the same ITU-T E.164 telephone number would reach a subscriber regardless of whether IP-based or PSTN network technologies are used. 

It is now widely possible to originate calls from IP address-based networks to other networks, but it is uncommon to terminate calls from other networks to IP address-based networks. Rather, calls are generally terminated on the PSTN, so the called party can only use a terminal device connected to those networks. In order to access a subscriber on an IP address-based network from the PSTN, some sort of global numbering/addressing scheme across both PSTN and IP address-based networks needs to be developed and implemented.

This working definition would indicate that the ITU currently has at least two Tier roles. One is the ongoing coordination of the reservation, assignment, reassignment and/or reclamation of ITU-T Recommendation E.164 resources, corresponding to the Tier-0 level.  Another is where ITU currently acts as a centralized administrator for E.164 resources, such as is the case for global services (e.g., UIFNs
), corresponding to the Tier-1 level
.

Assumptions on Roles and Responsibilities

The ITU Constitution and Convention, recognized as binding treaty instruments, set forth the functions and role of the ITU Telecommunication Standardization Sector (“ITU-T”), the World Telecommunication Standardization Assemblies, as well as the Director of the Telecommunication Standardization Bureau (“TSB”).  The role of the TSB Director and ITU Member States with respect to the allocation and management of numbering resources is defined in Resolution 20
 — first issued by the World Telecommunication Standardization Conference (Helsinki, 1993) and most recently adopted by ITU Member States at the World Telecommunication Standardization Assembly (“WTSA”) in Montreal (2000).  Resolution 20 states “that the assignment of international numbering and addressing resources is a responsibility of the Director of the TSB and the relevant Administrations”, where the term “Administration” is a term of art defined in the ITU Constitution as “Any governmental department or service responsible for discharging the obligations undertaken in the Constitution of the International Telecommunication Union, in the Convention of the International Telecommunication Union and in the Administrative Regulations.”.  A more detailed background discussion of ITU-T Recommendation E.164 and its legal framework is given in Annex B.  

It is assumed that the current arrangements used in coordinating the ITU-T Recommendation E.164 international public telecommunications numbering plan will be respected.

As a corollary to the above, it is assumed that the role of ITU Member States with respect to the allocation and management of their numbering resources, including the potential provisioning of those resources in the DNS, will be maintained.  As Study Group 2, Working Party 1/2, has stated, in a liaison statement to IETF/ISOC: “It is noted that most ENUM service and administrative decisions are national issues under the purview of ITU Member States, since most of the E.164 resources are utilized nationally.” 
Assumptions When Putting E.164 Numbers into the DNS

If parts of the Recommendation E.164 numbering plan are to be authoritatively provisioned in the DNS, it is assumed that there is a requirement for an authoritative DNS infrastructure that parallels, at least to some extent, the hierarchical roles and responsibilities that currently exist for the E.164 numbering plan.  

In the case of geographic resources, it is recommended that the legal authority for any ENUM Tier-1 domain corresponding to a country code resource be the corresponding ITU Member State or its designated delegates.  Only in this case will the Administration of the corresponding ITU Member State be able to legally exercise related policy, as well as coordinate the operational and technical management of the corresponding DNS zone. 

In the case of E.164 Network resources, it is recommended that the legal authority for any ENUM Tier-1 domain corresponding to a network resource is the corresponding Network operator or its designated delegates.

Similarly, it is recommended that the ITU-T
 have the ultimate authority for any ENUM Tier-0 domain corresponding to the root of the E.164 numbering plan when mapped into the DNS.  The TSB Director and ITU Member States, who have the ultimate responsibility for the ITU-T Recommendation E.164 numbering plan, would then be able to ensure compliance with existing ITU Recommendations and Member State declarations with respect to ENUM.

In order to ensure the sovereign role of each ITU Member States with respect to the allocation and management of their numbering resources, the ITU would need to ensure that each Member State has specifically authorized the inclusion of their Recommendation E.164 country code resource in the DNS, through instructions of their Administration.  Upon this authorization, the management of E.164 resources in the DNS is considered to be a national matter and therefore administered by the ITU Member State(s) to which the country code is assigned. Furthermore, it is assumed that, based on a principle of sovereignty, in an integrated numbering plan, each country within the plan may individually administer their portion of Recommendation E.164 resources mapped into the DNS.  

The above assumption reflects the provisioning of Recommendation E.164 country code resources for geographic resources in the DNS.  There are three other kinds of “country code” resources defined in Recommendation E.164: Global Services, Networks and GoCs.  In the case of Global Services, the ITU is the centralized administrator for these resources
 and their potential ENUM provisioning in the DNS will require further assessment by ITU-T Study Group 2.  In the case of Networks, the assumption is that network operators who are assigned these resources
 would, upon request to the ITU-T, have their delegation be made into the DNS under their control at the Identification Code (“IC”) level.  In the GoCs situation, the ITU-T would need to allocate the country code as well as the relevant Group Identification Code (“GIC”): the GoC’s Administrator would then assume responsibility for the subtending of GoC resources.  

Policy and Operational Issues for ENUM Implementation

This section discusses policy and operational issues for ENUM and is an extract of the more detailed considerations in Annex F.

ITU will need to retain administrative control over the ENUM registry.  In essence, this function could be an extension of ITU's existing practices for coordinating ITU-T Recommendation E.164 assignments or similar registry-type activities already performed under the general oversight of ITU-T Study Group 2 (e.g., UIFNs).  The information that should be collected in the registry would include administrative, technical and operational contacts — names, phone/fax numbers, email addresses, etc.  — as well as information about the delegated name servers such as the OS platform, DNS software, IP addresses, and physical location.  It is recommended that a natural administrative home for this activity be the TSB’s Telecommunication, Operation and Numbering Services (“TSON”) Unit.

Policies will need to be defined by ITU open standardization activities governing the operation of the registry.  These should include documents specifying the political and administrative criteria for ENUM delegations.  In more practical terms, this would mean the preparation of ITU-T Recommendations on who can receive a delegation, how they apply and how those applications are processed and verified.  It will also be necessary to prepare standards for the roles and responsibilities of the administrative and technical contacts at country code level and further delegations below — and how these interact with each other and their equivalents in the Tier-0 registry.

Discussion of the ENUM TIER-0 Zone

The combination of treaty provisions prescribing the international roles and responsibilities for the E.164 numbering plan requires that a thorough consideration of the ENUM Tier-0 zone (sometimes called the “ENUM root zone”), its administrative and operational management, as well as any higher zones in the hierarchy of higher level DNS names and name servers.  As the international public telecommunication numbering plan is a politically significant resource with direct implications of national sovereignty, national regulatory and legislative provisions, and multilateral treaty provisions, a primary consideration is that a technically and politically international neutral solution is sought.

As mentioned in paragraph 0, the IAB has proposed that the ENUM Tier-0 zone be “e164.arpa” and this specific domain, codified in RFC 2916, has been widely referred to in public discussions on ENUM

Further Policy Considerations

Should There Be a Public E.164 ENUM Space?

It may be worthwhile for ITU Member States to review the international policy and regulatory options concerning the ITU-T Recommendation E.164 numbering plan when it is reflected in the DNS.  The main issue is not so much to prevent unauthorized copying of DNS zone data but whether there should be protection against competing or shadow ENUM name spaces being deployed.  Should there be measures to ensure there is only one public ENUM name space?  Will commercial actors be allowed to provision numbers in the DNS outside national jurisdictions and regulatory frameworks?  For example, without these measures, ITU Member States may find their ITU-T Recommendation E.164 resources provisioned in “alternative” name spaces outside of their control.

Annex A
- Glossary of Acronyms

	A6
	DNS Resource Record used to look up 128-bit IPv6 Address

	AAAA
	DNS Resource Record to help transition and coexistence between IPv4 and IPv6 networks

	ACE
	ASCII Compatible Encoding

	APNG
	Asia Pacific Networking Group

	ARIN
	American Registry for Internet Numbers

	BIND
	Berkeley Internet Name Domain

	ccTLD
	Country Code Top Level Domain

	DES
	Data Encryption Standard, widely-used method of data encryption

	DIG
	Domain Internet Groper

	DIN
	Deutsches Institut für Normung

	DNAME
	DNS Resource Record providing capability to map entire subtree of a DNS name space to another domain (RFC 2672)

	DNS
	Domain Name System

	DNSSEC
	Domain Name System Security

	DOC
	US Department of Commerce

	E2U
	E.164 to URI resolution (specific type of NAPTR service)

	ENUM
	IETF Telephone Number Mapping Working Group and resultant protocol

	GATS
	General Agreement on Trade in Services

	GIC
	Group Identification Code

	GOC
	Groups of Countries

	GPS
	Global Positioning System

	GTLD
	Generic Top Level Domain

	GTLD-MOU
	Generic Top Level Domain Memorandum of Understanding

	HTTP
	Hypertext Text Transfer Protocol

	IAB
	Internet Architecture Board

	IAHC
	International Ad Hoc Committee

	IANA
	Internet Assigned Numbers Authority, now part of ICANN

	IC
	Identification Code

	ICANN
	Internet Corporation for Assigned Names and Numbers

	IDNS
	International Domain Names

	iDNS
	Internationalized Multilingual Multiscript Domain Names Service

	IETF
	Internet Engineering Task Force

	INTUG
	International Telecommunications User Group

	IP
	Internet Protocol

	ISOC
	Internet Society

	ISP
	Internet Service Provider

	ITU
	International Telecommunication Union

	ITU-T
	ITU Telecommunication Standardization Sector

	JIS
	Japanese Industrial Standard

	KEY
	DNS Resource Record type used in DNSEC

	LDAP
	Lightweight Directory Access Protocol 

	MIB
	Management Information Base

	MINC
	Multilingual Internet Names Consortium

	MRTG
	Multi Router Traffic Grapher

	NAPTR
	Naming Authority Pointer (RFC 2915)

	NIST
	US National Institute of Standards and Technology

	NOTIFY
	Extension to DNS protocol defined in RFC 1996

	NP
	Number Portability

	NSF
	US National Science Foundation

	NSI
	Network Solutions Incorporated

	NTPD
	Network Time Protocol Daemon

	NXT
	DNS Resource Record type used in DNSEC

	PSTN
	The Public Switched Telephone Network

	QoS
	Quality of Service 

	RBL
	Realtime Blackhole List

	RFC
	Request for Comments, an IETF-related document

	RFP
	Request for Proposals

	RIPE
	Réseaux IP Européen

	RIPE-NCC
	RIPE Network Coordination Center

	RLOGIN
	UNIX Remote Logon command

	RR
	DNS Resource Record

	RRDtool
	Round Robin Database Tool

	RSH
	UNIX Remote Shell command

	RTT
	Round Trip Time

	SG2
	ITU-T Study Group 2

	SIG
	DNS Resource Record type used in DNSEC

	SIP
	Session Initiation Protocol

	SLA
	Service Level Agreement

	SNMP
	Simple Network Management Protocol

	SOA
	Start of Authority

	SOA
	Start of Authority DNS Resource Record

	SPAM
	Unsolicited Commercial Email

	SSHD
	Secure Shell Daemon

	TLD
	Top Level Domain

	TSB
	Telecommunication Standardization Bureau

	TSIG
	Transaction Signatures

	TSON
	TSB Telecommunication, Operation and Numbering Services Unit

	TSP
	Telephone Service Provider

	UCE
	Unsolicited Commercial Email

	UIFN
	Universal International Freephone Numbers

	URI
	Uniform Resource Identifier

	URL
	Uniform Resource Locator

	VGRS
	Verisign Global Registry Services

	VoIP
	Voice over IP

	VPN
	Virtual Private Network

	WG
	Working Group

	WIPO
	World Intellectual Property Organization

	WP1/2
	Working Party 1 of SG 2

	WTO
	World Trade Organization

	WTSA
	World Telecommunication Standardization Assembly


ANNEX B
- What is ITU-T Recommendation E.164?

The ITU Constitution and Convention, recognized as binding treaty instruments, set forth the functions and role of the ITU Telecommunication Standardization Sector (“ITU-T”), the World Telecommunication Standardization Assemblies, as well as the Director of the Telecommunication Standardization Bureau (“TSB”).  The role of the TSB Director and ITU Member States with respect to the allocation and management of numbering resources is defined in Resolution 20
 — first issued by the World Telecommunication Standardization Conference (Helsinki, 1993) and most recently adopted by ITU Member States at the World Telecommunication Standardization Assembly (“WTSA”) in Montreal (2000).  Resolution 20 states “that the assignment of international numbering and addressing resources is a responsibility of the Director of the TSB and the relevant Administrations”, where the term “Administration” is a term of art defined in the ITU Constitution as “Any governmental department or service responsible for discharging the obligations undertaken in the Constitution of the International Telecommunication Union, in the Convention of the International Telecommunication Union and in the Administrative Regulations.”.  

Resolution 20 furthermore stipulates that “the principles concerning future numbering and addressing plans to deal with emerging services and relevant number allocation procedures to meet international telecommunication needs will be studied in accordance with the ongoing work programme approved by this Conference for ITU‑T Study Groups” and that “the relevant Study Groups to provide the Director of the TSB with advice on technical, functional and operational aspects in the assignment, reassignment and/or reclamation of international numbering and addressing resources in accordance with the relevant Recommendations, taking into account the results of any ongoing studies.”

According to the WTSA, ITU-T Study Group 2 (“SG2”)
 is the lead ITU-T Study Group with regard to the Administration of Numbering Resources.  SG2's responsibilities, under this mandate, include overseeing the administration of all such resources in order to ensure uniformity and equity in their assignment, despite the technical responsibilities for these resources being dispersed across multiple ITU-T Study Groups.  

Specifically, ITU-T Recommendation E.164
, “The international public telecommunication numbering plan”, defines the number structure and functionality for four principal categories of numbers used for international public telecommunication – namely geographic areas, Global Services, Networks, and Groups of Countries (“GoCs”).  For each of the categories, Recommendation E.164 details the components of the numbering structure and the digit analysis required to successfully route calls.  Other specific Recommendation E.164-based global service applications (e.g., Universal International Freephone Numbers), which differ in usage, are defined in separate ITU-T Recommendations.  ITU-T Recommendations related to E.164, include, inter alia:

· ITU-T Recommendation E.164.1: Criteria and procedures for the reservation, assignment and reclamation of E.164 country codes and associated Identification Codes (ICs)
;

· ITU-T Recommendation E.164.2: E.164 numbering resources for trials (to be published)
;

· Determined Recommendation E.164.3: Principles, criteria and procedures for the assignment and reclamation of E.164 country codes and associated identification codes for Groups of Countries (determined at January 2001 meeting of Study Group 2)
;

· ITU-T Recommendation E.190: Principles and responsibilities for the management, assignment and reclamation of E-series international numbering resources
;

· E.195: ITU-T International numbering resource administration
.

As the assignment and allocation of specific numbering resources are subject to ongoing operationally dictated amendment, the ITU does not publish them as part of ITU-T Recommendation E.164 but rather as periodic supplements
 announced in Annexes to the ITU Operational Bulletin
.

As required by WTSA Resolution 20, every international Recommendation E.164 code allocation or reclamation is visible to all ITU Member States, Sector Members and operators.  

Box 3: Differences between the ITU-T E.164 Numbering Plan and the DNS

Although they have many other differences, the E.164 international public telecommunication numbering plan, like the DNS, is a hierarchical addressing system.  As all hierarchical addressing systems have a “root”, it is interesting to contrast how the E.164 numbering plan root is managed vis-à-vis the DNS root.  

In the case of the ITU-T Recommendation E.164 numbering plan, after consideration by ITU standardization bodies, operationally dictated modifications to the international public numbering plan are announced in the ITU Operational Bulletin and, as a consequence, network operators and service providers around the world make the actual technical changes.  In other words, the programmatic change of values in software (e.g., in switches) is performed in a distributed manner: there is no central database, switch or computer from which all E.164 country code related changes are propagated to subsidiary systems — as is the case with the DNS.  We might refer to this as an administratively coordinated root rather than a technically coordinated root.  

One disadvantage of the E.164 administratively coordinated root is that it necessitates a more complex level of coordination among various national systems; made even more difficult with telecom liberalization and the growth in facilities-based international carriers.  To address this, ITU-T Study Group 2 has an ongoing work programme on improving access to E.164 resource changes.

Arguably, there may be some benefits in the E.164 administratively coordinated root management model.  These include avoiding a single control point over technical infrastructure, national sovereignty over critical infrastructure, and possibly the ability to innovate and introduce new services that may only have relevance within a particular national context
.  However, a shift to such a model would mean a radical shift in current DNS policy.

Evolution in the Policy Role of ITU Member States

As background information, it is useful to briefly discuss the evolving policy and regulatory environment role in ITU Member States with regard to public telecommunication numbering and addressing during the last decade.  The principle catalyst of change has been the rapid structural changes in the telecommunications industry.  National monopolies which dominated the industry in almost all countries until very recently are now facing competition and in many countries are being privatized.  Under the stimulus of competition and changing technologies, new services are constantly being developed.  This process was reflected and stimulated by the commitments made in the WTO/GATS negotiations on basic telecommunications, which came into force in 1998.  As an example, in July 1999, over 1,700 facilities-based international carriers were operational worldwide, compared with less than 500 only three years earlier
.

Liberalization of the telecommunications market and the resultant regulatory trends such as the introduction of number portability have increasingly forced numbering and addressing into the public consciousness.  There is good reason for this: history has demonstrated that control of the issuing of the names, numbering and addresses effectively is often control of communications systems, as well as often a barrier to competition.  As a result, there has been an increase in national legislation or policy making related to, for example, consumer protection (e.g., anti-slamming) and pro-competitive initiatives (e.g., number portability).  

In general, policy makers are concerned with balancing the needs of the consumers with the needs of the industry.  In a liberalized environment they must also serve as an intermediary between competing industry interests for control over addressing resources.  As the strategic importance of numbering and addressing has grown, policy makers have responded by taking control away from service providers and administering it directly or contracting it out under neutral regulatory oversight.  The 1999 ITU Regulatory Survey among its Member States showed that responsibility for numbering plans is now distributed rather evenly across Ministries, Regulators, and Operators.  However, countries with liberalized telecommunications, almost always give regulatory bodies control of numbering plans.  In these situations, the regulator is expected to play a coordinating role and to guarantee equity and transparency in number and addressing allocation procedures.

ANNEX C
- What is the Domain Name System?

The Domain Name System (“DNS”) is a distributed hierarchical lookup service.  It is primarily used on the Internet to translate between domain names and Internet Protocol (“IP”) addresses.  

The DNS service consists of DNS data, name servers, and a protocol used to retrieve data from the servers.  Clients of the DNS can be applications such as web browsers or mail transfer agents and even other name servers.  Simple text data base records called resource records are placed into millions of files called zones.  Zones are kept on authoritative name servers distributed around the Internet, which answer queries according to the DNS network protocols.  In contrast, caching servers simply query the authoritative servers and cache any replies.  Most servers are authoritative for some zones and perform a caching function for all other DNS information.  The DNS software implementation known as Berkeley Internet Name Domain (“BIND”) is the most commonly used domain name server on the Internet
.

To understand the DNS hierarchy, it is helpful to examine the structure of Internet host names (see Figure 1).  The last portion of a host name, such as .int, in the case of the www.itu.int (the ITU’s web site), is the top level domain (“TLD”) to which a host belongs.  There are currently a set of generic top level domains (“gTLDs”), such as .com, .net, and .org, as well as country code top level domains (“ccTLDs”), such as .be for Belgium, .cn for the People’s Republic of China, .mx for Mexico, and .us for the United States of America.  Other top level domains such as .int, .gov, .mil and .edu do not neatly fit into either of these classifications — they form a set of “chartered” gTLDs since they have registration entrance requirements. For example, only intergovernmental treaty organizations are allowed to currently register under the TLD .int. Additional TLDs have been recently created, some of which should be available in late 2001
.

Figure 1: DNS Hierarchy
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The root node of the Internet name space consists of a single file, the root zone file.  The root zone file contains pointers to the master (primary) and slave (secondary) servers for all Internet top level domains (e.g., gTLDs, ccTLDs).  

The master (primary) server is the definitive source of data for a DNS zone.  This is where all changes to the zone's contents are made.  The DNS protocol provides an automatic mechanism for propagating the contents of a zone to slave (secondary) servers.  The provision of secondary servers provides robustness and prevents single points of failure.  If one name server for a zone fails or is unreachable, there should be other name servers for the zone that can be queried instead.  Usually a name server will only give up on an attempt to resolve a query when all the known servers for the zone have been tried and none respond.

At the top of the DNS database tree are 13 root name servers consisting of a primary server, “a.root-servers.net”, and 12 secondary name servers
.  The location of the 13 root name servers is shown in Figure 2.  Ten of these are in the United States, while the remaining three are located in Japan, Sweden, and the United Kingdom.  

Figure 2: Location of DNS Root Name Servers
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j.root

-

servers.net

 

Verisign GRS

 

Herndon, VA, USA

 


Currently, the primary root server, “a.root-servers.net”, is maintained by Verisign Global Registry Services
, a subsidiary of Verisign, Inc., located in the United States of America
. The final authority for change control of the root zone file (e.g., addition or deletion of top level domains) is held by the US Department of Commerce
.  
As a specific example, the root zone file contains pointers to the name servers for the .com, .net, and .org gTLDs, also managed by Verisign Global Registry Services
.  The global distribution of those name servers is shown in Figure 3.  

Figure 3: Distribution of Current gTLD Name Servers (Source: Network Solutions, May 2001)
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b.gtld

-

servers.net

 

AOL

 

Mt. View, CA, USA

 

f.gtld

-

servers.net

 

InterNAP

 

Seattle, WA, USA

 

g.gtld

-

servers.net

 

Verisign GRS

 

San Jose, CA, USA

 

e.gtld

-

serv

ers.net

 

KDD

 

Los Angeles, CA, USA

 

l.gtld

-

servers.net

 

InterNAP

 

Atlanta, GA, USA

 

i.gtld

-

servers.net

 

NIC

-

SE

 

Stockholm, Sweden

 

c.gtld

-

servers.net

 

AOL

 

Dulles, VA, USA

 

d.gtld

-

servers.net

 

Verisign GRS

 

Herndon, VA, USA

 

a.gtld

-

servers.net

 

Verisign GRS

 

Herndon, VA, USA

 

Future h.gtld

-

servers.net

 

Ebone

 

Amsterdam, Netherlands

 

j.gtld

-

servers.net

 

KDD

 

Tokyo, Japan

 

m.gtld

-

servers.net

 

HKT/PCCW

 

Hong Kong, Ch

ina

 

k.gtld

-

servers.net

 

Ebone

 

London, UK

 


An example can be given of a DNS lookup to find the IP address of the ITU web site: www.itu.int.  When a server looks up www.itu.int, it will query the root name servers for a reference to the .int name servers.  The local server then queries one of them for www.itu.int.  A server for .int then returns a referral to the itu.int name servers.  The server then repeats the query for www.itu.int a third time, this time to one of the itu.int name servers, which gives the final answer.  This iterative process is known as resolving.  

The answers a name server gets when it is resolving queries are cached and used to speed up subsequent lookups.   For example, if the name server that looked up www.itu.int was then asked to lookup up the mail server mail.itu.int, it would immediately query the itu.int name servers directly and not start resolving the query again from the root name servers.  

There is often confusion about the difference between domains and zones.  The difference between a domain and zone is subtle.  A zone contains the domain names and data that a domain contains except for the domain names and data that are delegated elsewhere.  Delegations means making someone else responsible for the subdomain.  This delegation property is why DNS is often defined as a distributed database.

ANNEX D
- Challenges for the DNS

The coordination and management of the DNS remains a subject of considerable debate and has resulted in radical changes in oversight and policies during the last few years.  The primary catalysts of change continue to be the introduction of competition in the domain name registration market, dispute resolution over rights to names, and the addition of new top level domains. However, new challenges continue to emerge, including alternative DNS root server systems and the introduction of multilingual support into the DNS.  It is likely that these challenges may result in more fundamental changes in the coordination and management of the DNS.

This section is intended to provide some understanding of the history of coordination and management of the DNS
 as well as the factors shaping how it may possibly still evolve.  The ITU Secretariat has had a multi-year involvement in discussions concerning the DNS.  The Secretariat’s role is to represent the ITU Secretary-General, who is instructed to take an active part in the international discussions and initiatives on the management of Internet domain names and addresses, according to ITU Plenipotentiary Resolution 102 (Minneapolis 1998)
. Since then, the ITU Secretary-General has reported yearly on its activities to the ITU Council.  The Secretary-General’s reports to Council in 1999
, 2000
, and 2001
 provide additional background.  

The most contentious issue of the DNS has been the allocation and management of Internet TLDs. The definition of the current set of TLDs was essentially made in the mid-1980s, when the Internet was a relatively small research and education network closed to commercial use.  However, as the Internet was increasingly commercialized in the early 1990s, the forces of business supply and demand — and intellectual property rights, particularly trademarks — began to have a major impact.  This has primarily affected gTLDs
, such as .com, .net, and .org, representing the largest percentage of global DNS registrations
.  It also has had a growing influence on the 244 ccTLDs, such as .be for Belgium, .mx for Mexico, and .cn for the People’s Republic of China
. 

Since 1993, originally through a “cooperative agreement” with the US National Science Foundation (“NSF”), gTLDs have been managed by Network Solutions Incorporated (“NSI”), now Verisign Global Registry Services (“VGRS”)
, in the United States of America.  During the early 1990’s, NSF and NSI were struggling with an exponential growth in domain name registrations
.  The NSF reacted to this in 1995 by authorizing NSI to institute a US$ 50 a year fee for gTLD domain name registrations
 — a fee later lowered to US$ 35 a year
.  As of June 2001, there are more than 30 million domain name registrations under NSI/VGRS-managed gTLDs
.

In the mid-1990’s, there was considerable dissatisfaction with what was perceived to be a monopoly in gTLD registration services. Reacting to this, the Internet Assigned Numbers Authority (“IANA”)
, recognized then by the Internet Engineering Task Force (“IETF”) and others in the Internet community as having DNS oversight, tabled several proposals to introduce competition. These proposals were almost all based on parties administering new gTLDs at both the registry (back-end database) and registrar (customer interface) level. The immediate result was numerous claims of rights or ownership over potential new gTLDs; some of which remain to this day.

From a technical standpoint, adding new gTLDs is not at all complicated. However, it raises some complex international policy questions, including:

· Who controls the Internet public root server system?

· Who has policy authority to add names to the Internet public root server system? 

· How many new gTLDs should be added and what names should be added?

· How does one decide who gets to administer a new gTLD?

The relation between domain name registrations and trademark rights made the issue of new gTLDs even more difficult, as many trademark owners were opposed the addition of any new gTLDs until regulatory or dispute resolutions mechanisms were put in place to link domain name registrations to trademark protection.

In 1996, representatives from the Internet Society
, IANA, the Internet Architecture Board (“IAB”)
, the US Federal Networking Council, the ITU, the International Trademark Association
, and the World Intellectual Property Organization (“WIPO”)
 formed the International Ad Hoc Committee (“IAHC”)
, in an attempt to address a needed evolution in the DNS.  After several months of work, in early 1997, the IAHC released its report: “Recommendations for Administration and Management of gTLDs”
. The plan proposed then what were radical new ideas. These included the concept that gTLDs be “shared” among globally-distributed competing registrars
 servicing users and that a uniform dispute resolution process would be implemented to deal with intellectual property conflicts with domain names
.  Despite intense criticism at the time, these concepts were to be widely embraced several years later.  Perhaps most importantly, the IAHC plan contemplated that the registry function would be contracted out to a neutral operator by a consortium of gTLD registrars.

The framework of this plan was defined in an instrument called the Generic Top Level Domain Memorandum of Understanding (“gTLD-MoU”)
 for which ITU acted as depository to signatories. However, debate over the administration of the DNS and the allocation process for new TLDs caused the government of the United States of America to take a much more active role.  In January 1998, the US government released a “Green Paper” outlining a “Proposed Rule” where the US Department of Commerce (“DOC”) would itself license five new Internet generic top level domain registries.  Following public comment, the US government issued a final “White Paper”
 or “Statement of Policy” in June 1998 that backed away from substantive regulatory provisions and defined broad principles and procedures that it would use to transition “from its existing management role” to a “new non-profit corporation”. The White Paper required this new corporation be incorporated in the United States of America. 

Several months later, in October 1998, the Internet Corporation for Assigned Names and Numbers (“ICANN”), a not-for-profit corporation was established under the laws of the State of California, in the United States of America
.  In October 1998, the IANA made a submission
 on behalf of ICANN that it be recognized as the new corporation discussed in the White Paper
.  The following month, a Memorandum of Understanding was signed between the US Department of Commerce and ICANN
.  In February 1999, ICANN was designated to NSI (by DOC) as the new corporation described in the White Paper
.  The stated policy of the US Administration is to transition management of the DNS to ICANN.  In practical terms, this would entail transferring both policy and technical control of the primary “a.root-servers.net”, currently managed by VGRS (see Figure 2) to ICANN.  However, on other occasions DOC’s formal position has been that they have “no plans to turn over policy control of the authoritative root server”
. 

Two emerging but inter-related challenges to the DNS, the deployment of alternative root systems and introduction of multilingual support, raise fundamental questions about how the DNS is likely to be administered in the future — and whether ICANN and DOC will be able to effectively regulate the DNS. 

The technical nature of the DNS is that there is a Start of Authority (“SOA”) for every branch of its hierarchical tree (as shown in Figure 1). At the top or root zone level, there is an equivalent start of authority. However, an emerging phenomenon is an increasing number of software solutions offering what are called “alternative”, “enhanced” or “super-root” systems that encapsulate the public DNS and extend it by offering additional top level domains. These initiatives have become more mainstream during the last year. Nevertheless, the potential for their successful implementation has been understood for years
. 

No longer able to ignore these challenges, ICANN recently issued a position paper arguing the need for a unique authoritative public DNS root; that it should be managed as a public trust; and that ICANN has assumed this public trust role
.  
Among technical experts, it is widely accepted that a unique public name space is necessary in order to maintain the integrity and global connectivity of the DNS.  Naturally, there is considerable concern that deployment of multiple root systems risks fragmenting the DNS into islands of connectivity. Here, a related statement of the Internet Architecture Board (“IAB”), documented in RFC 2826
, is worth citing:

“To remain a global network, the Internet requires the existence of a globally unique public name space.  The DNS name space is a hierarchical name space derived from a single, globally unique root.  This is a technical constraint inherent in the design of the DNS.  Therefore it is not technically feasible for there to be more than one root in the public DNS.  That one root must be supported by a set of coordinated root servers administered by a unique naming authority.” 
Although argued from different perspectives by opposing camps, there appears to be general agreement on the need for a DNS name space visible to a maximum of Internet users: a severely fragmented name space is of little value to anyone.  For example, the managers of unsanctioned top level domains in “enhanced” root systems often argue against ICANN introducing TLDs identical with those TLDs. Even ICANN’s current Chairman has expressed concern about colliding with at least one of those TLDs
.  Where opinions appear to quickly diverge is on the extent of ICANN’s sphere of oversight and whether it is the Internet’s “unique naming authority”.

This debate is likely to become more complex with the introduction of multilingual domain names.  As background, domain names are currently rendered only in a subset of Latin characters
, even for countries that do not use these characters in their written language. This obviously does not meet the language requirements of Internet users using languages not based on ASCII characters. While content such as web pages have already been at least partially internationalized and available in many languages, there have been a number of initiatives during the last few years to similarly internationalize DNS names.

There is debate among technical experts as to the practical feasibility of using non-ASCII characters natively in the DNS and how this would interact with other Internet protocols.  Therefore, most of the proposed technical solutions involve using an ASCII Compatible Encoding (“ACE”) representation of multilingual characters
 using scripts defined in the Unicode standard
. Translation between the ACE representation and the multilingual script can take place in the user applications (e.g., a web browser), at a local DNS server, or at the users’ Internet Service Provider (“ISP”).  For example, an underlying ACE representation such as bq—abtwk3xiozsq.com would appear to a user as the multilingual domain name genève.com.

Even with the adoption of a multiscript representive encoding standard such as Unicode, compatibility problems still remain. For example, many Asian languages have historically used encoding standards not based on Unicode. As an example, the most popular Japanese character set used in Japanese devices are based on Japanese Industrial Standards (“JIS”) X 0208 and X 0201.  Therefore, many PCs, personal digital assistants as well as phones in Japan can only display JIS and ASCII characters. As a result, further transformations between Unicode and national implementations of character encoding standards would be required.
Table 1
 gives some examples of internationalized top level domains in non-Latin languages
. 

Table 1: Examples of Internationalized Top Level Domains

	Language
	.com
	.net
	.org

	Traditional Chinese 
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	Simplified Chinese
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	Japanese
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	Korean
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	Arabic
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	Hebrew
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	Tamil
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To summarize, the deployment of alternate DNS root systems and the implementation of internationalized domain names raises many challenges on how the DNS is likely to be extended and administered in the future. 

ANNEX E
- What is ENUM?

ENUM is a protocol which is the result of work of the IETF's Telephone Number Mapping working group
. The charter of the ENUM working group was to define a DNS-based architecture and protocol for mapping an ITU-T Recommendation E.164 telephone number to what are known as Uniform Resource Identifiers (“URIs”)
. A relatively stable standards-track version of the ENUM protocol has been published as RFC 2916
. URIs are strings of characters that identify resources such as documents, images, files, databases, email addresses or other resources or services in a common structured format.  The most commonly known types of URIs are Uniform Resource Locators (“URLs”) which are used to locate resources using the World Wide Web.  For example, http://www.itu.int/infocom/enum/ is the URL for the ITU web site providing an overview of ITU ENUM activities.

The ENUM protocol uses what are called Naming Authority Pointer (“NAPTR”) DNS resource records as defined in RFC 2915
 in order to identify the available methods or services for contacting a specific node identified through a Recommendation E.164 number.  The ENUM protocol defines and uses a specific type of NAPTR service with the mnemonic “E2U” (E.164 to URI resolution).  

The result of an ENUM query can be one or more URIs with their order of processing and preference indicated by values in the NAPTR records.  These URIs are then used to reference resources or services associated with the Recommendation E.164 number.  Possible examples of resources or services include, inter alia, fax number, mobile number, email address, GPS coordinates, phone redirection services, unified messaging services, voice mail and public key for asymmetric encryption applications.

How are E.164 Numbers Mapped into the DNS?

The ENUM protocol requires that related services be looked up through a convention of one-to-one reverse mapping of digits
 in an ITU-T Recommendation E.164 number into separate DNS “zones” — which are then concatenated with another domain.  The Internet Architecture Board (“IAB”), has proposed that this domain be “e164.arpa”.  As of September 1, 2001, there is not yet consensus by ITU Member States on the usage of the e164.arpa domain or of any particular operator of that domain but with that caveat, it is used below for the sake of discussion.  

As an example, lets construct the related DNS domain to look up NAPTR resource records associated with the number +33 1 40 20 51 51 which corresponds to the information desk at the Louvre Museum in Paris, France:

· Write the E.164 number in its full form, including the country code, then remove all non-digit characters with the exception of the leading “+”.

· Example: +33140205151

· Remove all characters with the exception of the digits and put dots (“.”) between each digit.  

· Example: 3.3.1.4.0.2.0.5.1.5.1

· Reverse the order of the digits and append the ENUM Tier-0 zone to the end.  

· Example: 1.5.1.5.0.2.0.4.1.3.3.e164.arpa

If the Louvre Museum had chosen to provision its number in the DNS for ENUM services, the client application could now perform a lookup on this name and, for example, retrieve the NAPTR records for a corresponding fax number, email address or any other URI for the E.164 number +33 1 40 20 51 51.

ANNEX F
Policy and Operational Issues for ENUM Implementation

Basic Requirements

The initial ENUM load requirements on international and nationally based ENUM name servers are difficult to estimate — this depends greatly on how rapidly ENUM-based services are deployed.  Actual performance metrics will need to be carefully monitored as ITU-T Recommendation E.164 resources are provisioned in the DNS and ENUM NAPTR-related services deployed.  As an initial premise, given that a number of telephone calls could entail an ENUM DNS lookup, a base scaling assumption could be made that ENUM name servers should be capable of sustaining loads comparable to that carried by current Internet root name servers: typically, on the order of 5,000 - 10,000 queries per second
.

As a consequence, the obvious requirement for ENUM is a reliable, robust and highly available DNS infrastructure with no single point of failure.  This server architecture needs to be scaleable: it should be possible to add additional servers and server locations at necessary as demand for ENUM service grows.  This infrastructure should be capable of allowing new ENUM servers to be deployed in each country or region as and when ENUM resources are requested to be delegated.  In the case of ITU-T Recommendation E.164 country code geographical resources, the ITU must ensure that each Member State has authorized the inclusion of their country code information for input in the Internet DNS.

The name server software must be able to cope with NAPTR records and will most likely need to provide full support for the KEY, SIG, and NXT record types needed for Domain Name System Security (“DNSSEC”) extensions
. These DNSSEC extensions provide data integrity and authentication to security aware resolvers and applications through cryptographic digital signatures.  Support for Transaction Signatures (“TSIG”)
 should also be mandatory.  The system — DNS software and the infrastructure that software runs on — should support IPv6, including IPv6 transport, DNAME, bitstring labels, and well as both AAAA and A6 records.  Standards for international domain names (“IDN”)
, when they emerge, may also need to be supported by ENUM name servers
.

Name servers for the ENUM Tier-0 zone and at national levels need to run continuously and should be highly available.  A minimum standard for uptime for each server should be 99.9%.  Fault-tolerant hardware – e.g., hot-swappable components — is desirable but not essential.  If sufficient redundancy is provided by having a number of name servers, the loss of one server because of a fault should not negatively affect ENUM lookups for a significant period of time.  However, there must be effective fault detection and resolution procedures so that any problems are corrected quickly.

Service Level Agreements (“SLAs”) must be defined for the operation and administration of name servers.  This should provide guarantees on, inter alia, uptimes, numbers of queries handled, response times to problems, fault escalation procedures, incident handling, security operations, etc.

In early stages of ENUM deployment, ENUM name servers must be prepared for a large number of malformed queries from broken or misconfigured clients.  Comparable problems in this area are already common on the Internet.  For example, a large percentage of queries made to Internet root name servers are currently “junk queries”, either coming from stub resolvers
 instead of local name servers or for local hostnames that do not exist in the root zone.  Attempts should be made to avoid repeating these same mistakes or at least minimize their impact when deploying ENUM.

Provision of Servers

General guidance on locating slave (secondary) DNS servers can be found in RFC 2182: Selection and Operation of Secondary DNS Servers
. To eliminate single points of failure, name servers should be in physically separate locations on different networks provided by different ISPs or Internet connectivity providers.  This should prevent network faults or routing problems from making ENUM name servers unreachable.  Similarly, different geographical locations offers redundant protection from outages caused by natural disasters or other hazards such as a computer room fire.

The obvious locations for important infrastructure name servers are existing Internet exchange points.  These typically provide good national and regional connectivity, diversity of providers and a variety of international and intercontinental links.  These facilities are also typically already secured against unauthorized physical access.  Backup power supplies and generators are usually provided, ensuring continuity of service.  Placing name servers at these locations means they are close (in network connectivity terms) to end users.  This also means more efficient use of international and intercontinental links.  The result should be that clients query their nearest ENUM name server instead of one on the other side of the world.  Ideally, bandwidth should be obtained from at least two different providers at each exchange point, which use physically separate network hardware and cables.

ARIN's
 Request For Proposals for outsourcing the DNS service for the in‑addr.arpa tree gives an indication of the sort of criteria that might be applied to the placement of important name servers — including issues, inter alia, physical access, electrical power, and bandwidth requirements
. 

Placing ENUM Tier-0 name servers at Internet exchanges will typically result in less latency on lookups and queries automatically going to the “closest” name server out of the set of all ENUM Tier-0 name servers.

It could be imagined that some ITU member states may wish to operate “their own” name servers for the ENUM Tier-0 zone.  In principle, this may be possible.  However, there are a number of practical and technical factors which make this difficult if not impossible.  First, these national ENUM Tier-0 servers would have to be configured and operated to the same standard as any servers coordinated by ITU.  Second, they would probably have to be under the same administrative control as the ENUM Tier-0 servers in order to guarantee the integrity and consistency of the ENUM and the E.164 numbering plan.  Monitoring and checking of those servers could be problematic if they were under the control of a third party such as a telco or the national regulator.  Finally, most DNS software imposes limitations on the number of name servers for a zone, typically 15-20, which means it would be impractical to add an NS record for every potential national server for the ENUM Tier-0 zone.

One scheme that could address this problem is anycasting as proposed in: “Distributing Authoritative Name Servers via Shared Unicast Addresses”
.  In essence a name server with the same IP address could be replicated at different locations, say one in each ITU Member State.  The route to this server would be advertised from each location and the routing protocols would direct traffic to the topologically nearest server for any clients querying that IP address.  This scheme has not yet been adopted as a standard.  Even if it was used, there could be operational problems if there were a number of these possible national ENUM Tier-0 servers using the one anycast address.  If one of those servers gave an incorrect answer, identifying the actual server that generated the false reply could be difficult.  The nature of the Internet routing protocols and the fact that most DNS lookups use a datagram “transport” service means it is not easy to identify which name server actually receives and responds to a query sent to the anycast address.

Choosing suitable Internet exchange sites for the servers should take into account a number of considerations and constraints.  These include the cost and availability of space, membership rules, the number of providers already in the facility, proximity to the main users of ENUM, availability of bandwidth, interconnections and network topology, peering and transit policies, etc.  For example, much of the Internet traffic between Asia-Pacific Rim countries still transits the west coast of the United States of America.  This could mean that an ENUM name server in one Asia-Pacific country might be of little use to users in Singapore or Japan.  Therefore, the selection of bandwidth providers also needs careful consideration.  

Providers and carriers often share international and intercontinental links.  This can mean that having an alternate provider does not offer extra redundancy because the same physical cables end up being used.  There are also political considerations surrounding the provision of bandwidth for the ENUM name servers.  National telcos or major Internet service providers will usually provide bandwidth.  ENUM name servers should be deployed in a strictly vendor neutral way.  For example, if ITU uses bandwidth for ENUM name service from Provider A, Provider B may feel that Provider A has been given a competitive advantage by “hosting” an ENUM Tier-0 name server (or that this implies ITU endorsement of Provider A over Provider B).    

Peering arrangements — the exchange of routing information between providers — is also important.  If these are not set up correctly, ENUM lookup traffic could be sent over non-optimal paths.  For example, traffic between London and Amsterdam could potentially be routed via the east coast of the United States if peering arrangements are not optimal.  Most Internet users depend on the peering arrangements and policies of their bandwidth providers and generally are unable to influence them.  If bandwidth providers don't co-operate, routing can be non-optimal and slow to reconverge when network topology changes.  Among other reasons, this may be an argument to outsource ENUM name server operations so that ITU can adopt a policy of neutrality on the subject of peering and bandwidth provision.

An example of the potential impact of peering arrangements was illustrated by the recent partial unavailability of one of the Internet root name servers, namely c.root-servers.net, a server located in PSInet’s network infrastructure (see Figure 2).  A major provider, Cable & Wireless (“C&W”), temporarily disconnected PSINet's peering connections
 because they no longer met C&W’s stated peering requirements
.  The result was that customers of C&W were unable to reach that root name server until the peering arrangement was reinstated.

Another subtle but important issue affects the selection of bandwidth providers vis-à-vis unsolicited commercial email (“UCE”); more commonly called spam.  There are many anti-spam measures currently in use on the Internet.  One of the most draconian is the Realtime Blackhole List (“RBL”)
. Networks get entered into the RBL because they may either tolerate or even encourage the use of spam.  An entry in the RBL means that many ISPs will immediately refuse to route traffic for that network.  In short, networks responsible for spam get cut off from large parts of the Internet
. Needless to say, it would be catastrophic if ENUM name servers were ever “blackholed” in this manner because their underlying network provider had been blackholed.  This means that they should not be located on networks which generate (or have a high potential to generate) spam.  For example, they should not be placed in networks that host or provide bandwidth to free Internet or email services because these are well-known sources of spam.  In principle, most ISPs could be candidates for RBL if their customers generate spam.  However, ideally, the networks hosting ENUM name servers should not receive or generate email at all.  

Name Server Operations

The established criteria for running mission-critical services must be applied.  The systems must be set up with adequate protection to prevent unauthorized access.  This should ensure that the integrity of the system software can be preserved.  More importantly the integrity of the ENUM data served by those systems must not be compromised.  Strict access controls will be necessary, perhaps based on asymmetric public-key encryption measures.  Change control procedures will also need to be developed and enforced, backed up by extensive audit trails and a trouble ticketing system.

The systems running the name servers should be configured to run the barest minimum of network services.  The advice in RFC 2870
 provides general guidance about the configuration and operation of the systems running important name servers.  Apart from the name server itself, each system should run the Network Time Protocol Daemon (“ntpd”), some monitoring software and a cryptographically secure remote access daemon, such as sshd (Secure Shell Daemon).  Some monitoring software should also be run to ensure that name server operations staff are alerted to issues as they arise.  No other services should run on these systems.

There are several reasons for the last requirement.  The first is simplicity.  The fewer subsystems that are in use, the fewer things there are to go wrong.  This also means system administration is almost eliminated which reduces the need to alter configuration files, apply patches and so on.  A second reason is reliability.  In general, computer systems that do not need regular intervention or frequent software maintenance tend to be more reliable.  When there are fewer subsystems in use, there are fewer software components to apply patches to or upgrade.  The final reason is security.  It is easier to defend against attacks when there are a small number of simple, well-defined services deployed.  With fewer subsystems in use, there are less vulnerabilities to exploit and these are unlikely to have complex or subtle interactions between each other.

The recommendation for ntpd is so that each name server system keeps reliable time and all systems are synchronized with each other.  Aside from this being good administrative practice, accurate timekeeping is essential to the operation of DNSSEC and Transaction Signatures as these include timestamps for validating data.  It is also possible to operate ntpd in secure mode to reduce the possibility of NTP traffic being compromised.  As an extra measure, local radio clocks could be provided at each site.  These would listen to the time signals broadcast by GPS satellites or those provided by national standards bodies such as NIST
 or DIN
.

Remote access to these systems will occasionally be necessary: for example, to apply patches to the system software or update name server configuration files.  Therefore, a secure means of remote access must be provided.  Obviously, passwords should never be transmitted over the network in clear text.  Host based authentication schemes such as the UNIX r‑ commands (rsh and rlogin) must not be used.  These can be spoofed and also allow unauthorized probing.

The secure shell protocol uses a combination of asymmetric and symmetric cryptosystems.  Public key encryption is used to authenticate both hosts and users.  It is also used by the client and server to select a symmetric encryption algorithm such as DES or Blowfish
 and negotiate the exchange of a session key which is then used to encrypt the data sent over the connection.  Passwords are not transmitted in clear text.  Details about the SSH secure shell can be found at http://www.ssh.org.

Monitoring software such as MRTG
 or RRDtool
 should be used to check the status of the name servers and report problems like crashed or hung name server daemons, hardware errors, full file systems, etc.  The MIB
 for name servers has been deprecated so there is currently no SNMP
 support in the DNS.  This means it is very difficult to integrate name server operations with other existing network management systems.  The monitoring tools mentioned above should perform frequent “sanity checks” on the ENUM data in the DNS: for example, by verifying all the name servers are up, answering authoritatively and holding consistent data.  

Name Server Configuration

ENUM name servers should be set up so that they are not exposed to cache pollution or poisoning attacks.  These can occur when false data are returned in an answer to a query made by a name server.  It should be possible to set up the ENUM servers so that they do not make queries to other servers.  This should eliminate the threat of cache poisoning attacks.  If the ENUM servers don't make queries, there is no scope for injecting fake answers or tampering with the replies from genuine name servers.  This means that ENUM name servers should not process recursive DNS queries which would mean the servers had to send queries to other name servers.  ENUM servers should only be queried by other name servers that handle recursive queries from clients.  Of course there is the possibility that the answers from the ENUM servers could still be tampered with, poisoning the caches of any name servers that query the ENUM servers.

Glue records
 are another possible source of cache pollution.  This can be minimized in two ways.  Name servers can be set up not to make queries to fetch glue, preventing the server's caches from being contaminated with faked answers or bogus replies from misconfigured but bona-fide servers for the zone containing the glue.  The second way is to reduce the amount of glue by carefully setting up the zone files for ENUM.  For instance the names and IP addresses of all the ENUM name servers could be stored in one zone under one administrative control.

The third possibility of cache poisoning comes from routine DNS activity such as Start of Authority (“SOA”) serial number checking at zone refresh time or NOTIFY
 processing.  These can be prevented by using TSIG on these queries and replies.  Although TSIG relies on the systems knowing a common shared secret, this should not be a problem because the ENUM Tier-0 name servers will presumably be under single administrative control and suitable precautions should be taken to preserve the confidentiality of that shared secret.

The final possibility for cache pollution is a side effect of the way in which name servers work.  In this scenario, the problem concerns the configuration of the name server.  If a name server for ENUM also serves another zone, it is possible for answers for ENUM queries to include resource records from that other zone: glue records for example.  Since the contents of that other zone could be under different administrative control from the ENUM zone, this could cause conflict.  Therefore the ENUM name servers should not serve zones that are not under the administrative control of an ENUM authority.  This particularly applies to subzones of ENUM: for instance, delegations of Recommendation E.164 country code geographic resources.

ENUM name servers should be configured to reject recursive queries.  They should only be queried by other name servers that will be perfectly capable of resolving recursive queries on behalf of their clients.  The ENUM name servers should also restrict zone transfers to “trusted” servers, such as officially registered slave (secondary) name servers for the zone.  This will help to prevent the ENUM zones being analyzed for things like number utilization and allocation.

Even if these preventative measures above are applied, it may be necessary for the ENUM servers to make DNS lookups during their normal operation.  This means that they could be subject to query ID spoofing where an attacker sends a bogus answer to the server's query.  The server could believe that answer and cache the result which contains false data.  This problem can only be solved by the use of DNSSEC, discussed below, which provides digital signatures on DNS packets.  

Security Considerations

Unfortunately, there is no security in the conventional DNS.  Clients send queries and servers return replies.  It is possible for the DNS to be spoofed though tampering with DNS packets en route between client and server or by using routing tricks to redirect traffic to a name server that impersonates a genuine server for the zone.  Clearly, it would be catastrophic if these attacks were used against ENUM lookups because they would compromise the integrity of the ENUM and therefore the E.164 numbering plan.

These problems are prevented by DNSSEC.  DNSSEC uses public key encryption to generate digital signatures for every resource record in a zone.  The public keys are also signed and included in the zone, allowing the signatures to be validated.  A client receiving a signed reply can validate the signature of each resource record in the answer.  If the signatures match, all is well.  If not, it means that either the records were signed with another private key or the data was tampered with after the answer left the name server.  In either case, the data is not to be trusted and a suitable error should be generated.

In principle, a hierarchy of trust can be set up.  The key(s) used to sign a zone can be signed by the key(s) used to sign the parent zone.  This process can be repeated all the way to the root zone.  As an example in simple terms, this means that a lookup of www.amazon.com can be proven to have come from a genuine name server for the amazon.com zone.  The answer will have been signed with the amazon.com key which was signed by the com zone key.  That in turn would be signed by the root zone key.

Signing the zone and validating signatures can be computing-intensive.  Therefore, care needs to be taken over the choice of cryptographic algorithms, key lengths, signing policies, key management and rollover, sizing and scaling considerations for the zone size and so on.  In the global context where ENUM is deployed, there may also be restriction issues in many jurisdictions concerning the use of cryptography including licensing and patents, restrictions on key lengths and algorithms, etc.

However, it will be essential for the integrity of ENUM that DNSSEC is eventually deployed.  This is the only way to verify that the answers from the ENUM name servers are valid and correct.  Given DNSSEC's level of deployment to date, this is not a critical requirement at this time.  However, it is advisable that ITU plan for DNSSEC deployment in the ENUM name space.

Transaction Signatures (“TSIG”) provide a simpler form of DNS Security.  These use cryptographic hash functions to generate pseudo-signatures of DNS packets.  The hash value is a combination of the actual DNS data, timestamps to prevent “replay” attacks and a secret that is shared between the client and server.  Since both parties in the DNS lookup need to know the shared secret, TSIG can really only be deployed in environments where the systems are under common administrative control and the confidentiality of the shared secret can be absolutely guaranteed.  For ENUM, this means it can and should be used amongst the ENUM Tier-0 name servers.  For example, it can be used to validate zone transfers or dynamic update requests, restricting these functions to clients who are presumably trusted because they know the shared secret.

Privacy Considerations 

There are two mutually conflicting requirements affecting the deployment of ENUM, depending on how ENUM-based service would be used.  On the one hand, details of every telephone number in use may need to be entered into the ENUM name space so that telecoms infrastructure of gateways, routers, switches, management stations and telephone exchanges can set up and tear down telephone calls.  On the other, telephone users should only be entered into the ENUM name space when they are willing to participate in ENUM.  Users with unlisted telephone numbers for example will not want their details to be publicly available through ENUM.  It is possible that telephone operators may be required by national regulation or accepted good practice to provide an explicit opt-in scheme for telephone users who wish to use ENUM.  Alternatively, operators may be obliged to provide an opt-out ENUM capability for telephone users.  The result is somewhat of a paradox: the ENUM name space must be complete to allow the telephone network to work properly yet it must be incomplete to protect the privacy and confidentiality of telephone users.

This means that there could be a need for two ENUM name spaces.  One of these name spaces would be public and openly accessible from the Internet. It contains the information about telephone users who are willing participants in ENUM. By definition, this name space would not be a complete listing of the world's phone numbers because not all telephone numbers would be provisioned (e.g., unlisted numbers).  However the second ENUM name space could be complete.  It could hold details of every telephone number that is in use.  This name space would be private and unavailable for general lookup from the public Internet.  However it would be only accessible by telecom operators' infrastructure so that, for example, the equipment can set up and route phone calls.

This is straightforward to achieve in the DNS, though it can be hard to set up and manage the name servers used in these configurations.  The technique is known as split DNS. With split DNS, an organization presents two (or even more) versions of a domain.  In its simplest form there are two name spaces for one domain, say example.com.  One of these name spaces contains the information about the internal network — say on a corporate intranet — while the other contains the information about the organization that is visible on the public Internet.  For example, there could be two completely different web servers for www.example.com, one for the Internet and one for the private intranet.  Provided external users can only query the name servers for the external version of example.com and the internal users see only the internal name servers for example.com, all is well.  The scheme just works. Internet users only access the public version of www.example.com advertised in the public DNS while internal users are directed to the internal web site.

Split DNS is very common. Most large organizations use this to conceal details of their internal network: how big it is, where important servers are located, the network topology and so on. In some cases, split DNS is mandatory because the internal network uses a range of private IP addresses defined in RFC 1918 that are not routed on the Internet and are therefore unreachable. The public name space for the organization’s network contains names and addresses on a perimeter network, which is reachable from the public Internet.

For ENUM, two distinct and separate sets of name servers will be needed to deploy split DNS. One set of servers will provide the public ENUM data containing the details of opt-in users. The other set will contain the DNS data for every telephone number in use. It should only be accessible by authorized equipment used to establish and route telephone calls. Both name spaces will require their own dedicated name server infrastructure at each of the Tier-0 level, Tier-1 level (country codes) and (Tier-N) levels (operators, local area codes, etc). For obvious security reasons the public and private ENUM name spaces should not be served on the same name servers.

Deploying the ENUM servers for public use is simple. Name servers and resolvers looking up ENUM numbers will simply follow the delegations in the public DNS on the Internet in the conventional manner. For the private name spaces, telco equipment will need to be configured to use the name servers for the private ENUM space instead of the public one. This is a straightforward procedure in DNS administration.  The name servers for the private ENUM name space could be located on the public Internet.  However this is unwise because answers from those servers — potentially containing confidential information — would be carried on the public Internet.  It would be better to use a Virtual Private Network (“VPN”) to host these servers. This VPN would be open only to approved telecoms operators so that their equipment could query the private ENUM name servers when setting up and routing telephone calls.

Although the public and private ENUM spaces will be discrete, they will be closely linked. For example, when an ENUM user updates their NAPTR records for their associated E.164 number (e.g., for call forwarding), they will trigger the public ENUM name space to be updated.  Therefore an equivalent change would have to be made in the private ENUM space so that calls to the original number are forwarded to the specified E.164 number.  This implies that the public and private name servers should probably be under the same administrative control.  It would probably be too difficult to authenticate and audit large numbers of update requests from a large number of different sources, though this is an area for further research and analysis. Suppose the ENUM zone 9.8.7.6.5.4.3.2.1.0.e164.arpa existed and was delegated to a local telephone operator.  They would maintain two copies of that zone, a public one on the Internet and a private one on this hypothetical ENUM VPN. When the ENUM owner of 012345678901 uses call forwarding, the local telephone operator updates their ENUM database, generates new versions of the public and private DNS zones for 9.8.7.6.5.4.3.2.1.0.e164.arpa and propagates them to their respective name servers on the Internet and the VPN.

Another possible option for solving the privacy and authentication issues in ENUM would be to involve resources such as Lightweight Directory Access Protocol (“LDAP”).  These services can provide mechanisms for authenticating clients and provide access controls on the data that gets presented to them.  If these services were used, a conventional ENUM lookup would return NAPTR records containing URIs for the appropriate LDAP servers or equivalents.  The client that made the ENUM lookup could then use those URIs to perform an LDAP query and retrieve whatever information the owner of the E.164 number chose to make available to that client.

A requirements document and operating procedures for a suitable ENUM split DNS configuration would need to be developed. These could be incorporated as sections of the documents that are proposed elsewhere in this paper.

User Privacy Issues

The International Telecommunications User Group (“INTUG”), in a recent position paper on Instant Messaging and ENUM
, has stated:

“It is possible that the implementation of ENUM might have effects on some or all of the following: 

· integrity of national numbering schemes 

· competition between service providers 

· telecommunications network security 

· number portability 

· carrier selection 

· emergency services calls (including the passing of location information) 

· privacy 

· control over personal records 

· control of slamming

INTUG believes that the wide range of regulatory issues involving ENUM needs to be addressed by governments and regulators, both individually and through collective bodies.”

Generally, we would echo the concerns expressed by INTUG, most of which have been barely touched upon in this document.  We would particularly echo the concerns over ENUM vis-à-vis user privacy that need to be addressed before it is widely deployed.  That said, additional measures may be needed concerning hardening the ENUM zone data against data mining, especially for the purposes of junk mail, bulk unsolicited email, or other forms of electronic spamming.  There may also well be legal requirements under data protection laws in many countries.  

Restricting name server zone transfers only to trusted ENUM name servers will probably not be sufficient.  Simply making an iterative walk through the ENUM name space making DNS lookups would be an effective (albeit slow) way of harvesting personal information such as which resources were bound to an ITU‑T Recommendation E.164 number.  It may be desirable to have name servers, which can detect these scans of the name space and block them.  However, this could well be impossible: a carefully designed scan might be indistinguishable from routine ENUM lookups. 

We are also concerned that that the flexibility of ENUM means that telephone numbers may have NAPTR resource records provisioned to maliciously redirect resources (e.g., malicious forwarding of calls to another number).

Registry Operations

Because of the global nature of the registry, it will probably have to run 24x7, even though this is not mission critical.  If the registry is not available, changes to ENUM Tier-0 name registrations and delegations will not be temporarily possible
. While inconvenient, this would not affect the operation of the ENUM DNS Tier-0 infrastructure.  Consideration should be given to the service level availability of the registry.  These would include factors like uptime, response time to requests, and time to propagate changes to the DNS name server infrastructure.  If operation of the registry is outsourced, a Service Level Agreement will need to be defined with the outsourcing provider.

Operation of a registry at the international or national level is in principle straightforward.  Typically information supplied by registrants is entered into a database.  At regularly defined intervals, this database would be scanned by an SQL script or triggers used to produce a DNS zone file.  This is then checked, transferred to the master server and loaded.  The DNS protocol then ensures that secondary (slave) servers get an updated copy of the zone.  There can be some variations on this scheme, depending on the size of the zone and how frequently it is updated.  For example, incremental zone transfers are sometimes done so that only the zone file changes are transferred to slave servers instead of a complete copy of the zone.  Dynamic DNS updates from the database can then be done instead of generating the zone file a few times each day.  This can be useful when fast propagation of changes is required (e.g., where rapid provisioning or de-provisioning of single numbers is needed).  Another approach is to use a DNS hosting solution which allows registry data to be entered directly into the hosting solution database and from there to its name servers.

Strict security and operating procedures must be defined and deployed for the registry, especially with respect to change control and audit trails.  The registry database defines how the Recommendation E.164 numbering plan is mapped into the ENUM name space.  In reality, the registry is real source of the ENUM Recommendation E.164 name space.  It contains the data used to generate the ENUM zone files and configure the name servers.  Therefore, if the registry is compromised or corrupted in any way, the integrity of the Recommendation E.164 numbering plan when mapped into the DNS is lost.  In this sense, the registry can be even more important to securely protect than the ENUM name servers.  Therefore, the registry system must be protected by firewalls or isolated physically from the public Internet.  For example, using some “out of band” (e.g., magnetic tape or CD) mechanism for getting ENUM zone data to the name servers from the registry.

Registry Policies

Policies will need to be defined by ITU open standardization activities governing the operation of the registry.  These should include documents specifying the political, administrative and technical criteria for ENUM delegations.  In more practical terms, this would mean the preparation of ITU-T Recommendations on who defines who gets delegations, how they apply and how those applications are processed and verified.  It will also be necessary to prepare standards for the roles and responsibilities of the administrative and technical contacts at country code level and further delegations below — and how these interact with each other and their equivalents in the Tier-0 zone registry.

Technical and procedural standards will need to be developed and applied to ENUM delegations.  These should follow the general recommendations in this Annex if the integrity of ENUM and the Recommendation E.164 numbering plan is to be safeguarded.  The name servers used for delegated ENUM zones must be operated reliably, securely and deployed in a robust, secure infrastructure.  The delegated ENUM zones should also be signed with DNSSEC.  TSIG should be used between those servers and their parent zone's name servers for authentication. 

The registry operator must monitor the operation of the ENUM name server infrastructure.  One function is to check that the name servers are running properly with correct and consistent data.  A second consideration is checking for procedural problems such as servers that are not operated according to agreed standards for ENUM delegations.  Problem reporting and escalation procedures must be defined.
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ANNEX H
- Query on Root Name Server Distribution

Query on DNS root server distribution, Wednesday, May 23, 2001

Results of search for "." 
; <<>> DiG 8.1 <<>> any .  

;; res options: init recurs defnam dnsrch

;; got answer:

;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 6

;; flags: qr rd ra; QUERY: 1, ANSWER: 14, AUTHORITY: 13, ADDITIONAL: 3

;; QUERY SECTION:

;;
., type = ANY, class = IN

;; ANSWER SECTION:

.


2d21h40m38s IN NS  H.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  C.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  G.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  F.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  B.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  J.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  K.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  L.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  M.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  I.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  E.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  D.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  A.ROOT-SERVERS.NET.

.


17h35m22s IN SOA  A.ROOT-SERVERS.NET.  hostmaster.nsiregistry.NET.  (






2001052201
; serial






30M

; refresh






15M

; retry






1W

; expiry






1D )

; minimum

;; AUTHORITY SECTION:

.


2d21h40m38s IN NS  H.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  C.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  G.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  F.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  B.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  J.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  K.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  L.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  M.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  I.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  E.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  D.ROOT-SERVERS.NET.

.


2d21h40m38s IN NS  A.ROOT-SERVERS.NET.

;; ADDITIONAL SECTION:

H.ROOT-SERVERS.NET.
3d21h40m38s IN A  128.63.2.53

C.ROOT-SERVERS.NET.
3d21h40m38s IN A  192.33.4.12

G.ROOT-SERVERS.NET.
3d21h40m38s IN A  192.112.36.4

;; Total query time: 1 msec

;; FROM: bridge to SERVER: default — 204.174.223.1

;; WHEN: Wed May 23 02:38:48 2001

;; MSG SIZE  sent: 17  rcvd: 503

ANNEX I
- Query on .net Name Server Distribution

Query on .net name server distribution, Wednesday, May 23, 2001

Results of search for "net." 
; <<>> DiG 8.1 <<>> any net.  

;; res options: init recurs defnam dnsrch

;; got answer:

;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 6

;; flags: qr rd ra; QUERY: 1, ANSWER: 13, AUTHORITY: 12, ADDITIONAL: 3

;; QUERY SECTION:

;;
net, type = ANY, class = IN

;; ANSWER SECTION:

net.


17h46m49s IN NS  A.GTLD-SERVERS.net.

net.


17h46m49s IN NS  G.GTLD-SERVERS.net.

net.


17h46m49s IN NS  C.GTLD-SERVERS.net.

net.


17h46m49s IN NS  I.GTLD-SERVERS.net.

net.


17h46m49s IN NS  B.GTLD-SERVERS.net.

net.


17h46m49s IN NS  D.GTLD-SERVERS.net.

net.


17h46m49s IN NS  L.GTLD-SERVERS.net.

net.


17h46m49s IN NS  F.GTLD-SERVERS.net.

net.


17h46m49s IN NS  J.GTLD-SERVERS.net.

net.


17h46m49s IN NS  K.GTLD-SERVERS.net.

net.


17h46m49s IN NS  E.GTLD-SERVERS.net.

net.


17h46m49s IN NS  M.GTLD-SERVERS.net.

net.


23h26m39s IN SOA  A.GTLD-SERVERS.net.  hostmaster.nsiregistry.net.  (






2001052201
; serial






30M

; refresh






15M

; retry






1W

; expiry






1D )

; minimum

;; AUTHORITY SECTION:

net.


17h46m49s IN NS  A.GTLD-SERVERS.net.

net.


17h46m49s IN NS  G.GTLD-SERVERS.net.

net.


17h46m49s IN NS  C.GTLD-SERVERS.net.

net.


17h46m49s IN NS  I.GTLD-SERVERS.net.

net.


17h46m49s IN NS  B.GTLD-SERVERS.net.

net.


17h46m49s IN NS  D.GTLD-SERVERS.net.

net.


17h46m49s IN NS  L.GTLD-SERVERS.net.

net.


17h46m49s IN NS  F.GTLD-SERVERS.net.

net.


17h46m49s IN NS  J.GTLD-SERVERS.net.

net.


17h46m49s IN NS  K.GTLD-SERVERS.net.

net.


17h46m49s IN NS  E.GTLD-SERVERS.net.

net.


17h46m49s IN NS  M.GTLD-SERVERS.net.

;; ADDITIONAL SECTION:

A.GTLD-SERVERS.net.
23h18m50s IN A
192.5.6.30

G.GTLD-SERVERS.net.
11h13m IN A
192.42.93.30

C.GTLD-SERVERS.net.
12h43m1s IN A
192.26.92.30

;; Total query time: 1 msec

;; FROM: bridge to SERVER: default — 204.174.223.1

;; WHEN: Wed May 23 04:32:32 2001

;; MSG SIZE  sent: 21  rcvd: 501
ANNEX J
- Query on .arpa Name Server Distribution

Query on .arpa name server distribution, Wednesday, May 23, 2001

Results of search for “arpa.” 
; <<>> DiG 8.1 <<>> any arpa.  

;; res options: init recurs defnam dnsrch

;; got answer:

;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 6

;; flags: qr rd ra; QUERY: 1, ANSWER: 9, AUTHORITY: 9, ADDITIONAL: 9

;; QUERY SECTION:

;;
arpa, type = ANY, class = IN

;; ANSWER SECTION:

arpa.


3d2h20m55s IN NS  A.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  H.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  C.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  G.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  F.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  B.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  I.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  E.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  D.ROOT-SERVERS.NET.

;; AUTHORITY SECTION:

arpa.


3d2h20m55s IN NS  A.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  H.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  C.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  G.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  F.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  B.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  I.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  E.ROOT-SERVERS.NET.

arpa.


3d2h20m55s IN NS  D.ROOT-SERVERS.NET.

;; ADDITIONAL SECTION:

A.ROOT-SERVERS.NET.
3d21h53m52s IN A  198.41.0.4

H.ROOT-SERVERS.NET.
3d21h53m52s IN A  128.63.2.53

C.ROOT-SERVERS.NET.
3d21h53m52s IN A  192.33.4.12

G.ROOT-SERVERS.NET.
3d21h53m52s IN A  192.112.36.4

F.ROOT-SERVERS.NET.
3d21h53m52s IN A  192.5.5.241

B.ROOT-SERVERS.NET.
3d21h53m52s IN A  128.9.0.107

I.ROOT-SERVERS.NET.
3d21h53m52s IN A  192.36.148.17

E.ROOT-SERVERS.NET.
3d21h53m52s IN A  192.203.230.10

D.ROOT-SERVERS.NET.
3d21h53m52s IN A  128.8.10.90

;; Total query time: 1 msec

;; FROM: bridge to SERVER: default — 204.174.223.1

;; WHEN: Wed May 23 02:25:33 2001

;; MSG SIZE  sent: 22  rcvd: 452

_______________

� � HYPERLINK "http://www.ietf.org/rfc/rfc2916.txt" ��http://www.ietf.org/rfc/rfc2916.txt�.


� Naming Authority Pointer (“NAPTR”) DNS resource records are referenced more fully in � REF _Ref524153116 \h � \* MERGEFORMAT �ANNEX E�- What is ENUM?�, starting on page � PAGEREF _Ref524153134 \h ��23�.


� For further discussion, see Annex B, starting on page � PAGEREF _Ref523048304 \h ��12�.


� � HYPERLINK "http://www.icann.org/tlds/" ��http://www.icann.org/tlds/�.


� � HYPERLINK "http://www.ietf.org/rfc/rfc2396.txt" ��http://www.ietf.org/rfc/rfc2396.txt�.


� The user interface to this reverse mapping and lookup would be performed transparently to the user. In other words, users would not enter reversed telephone numbers themselves or concatenate the ENUM root zone. 


� For example, see � HYPERLINK "http://www.ietf.org/internet-drafts/draft-gallant-e164-tier-defs-00.txt" ��http://www.ietf.org/internet-drafts/draft-gallant-e164-tier-defs-00.txt� for a discussion of tier definitions. 


� ITU-T Recommendation E.169 – Application of Recommendation E.164 numbering plan for universal international freephone numbers for international freephone service. See � HYPERLINK "http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.169" ��http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.169�. 


� � HYPERLINK "http://www.itu.int/ITU-T/universalnumbers/index.html" ��http://www.itu.int/ITU-T/universalnumbers/index.html�. 


� � HYPERLINK "http://www.itu.int/itudoc/itu-t/wtsa-res/res20.html" ��http://www.itu.int/itudoc/itu-t/wtsa-res/res20.html�.


� Specifically, the TSB Director and ITU Member States.


� � HYPERLINK "http://www.itu.int/ITU-T/universalnumbers/index.html" ��http://www.itu.int/ITU-T/universalnumbers/index.html�. 


� � HYPERLINK "http://www.itu.int/ITU-T/com2/files/nct_1.doc" ��http://www.itu.int/ITU-T/com2/files/nct_1.doc�. 


� � HYPERLINK "http://www.itu.int/itudoc/itu-t/wtsa-res/res20.html" ��http://www.itu.int/itudoc/itu-t/wtsa-res/res20.html�.


� � HYPERLINK "http://www.itu.int/ITU-T/com2/index.html" ��http://www.itu.int/ITU-T/com2/index.html�.  


� � HYPERLINK "http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.164" ��http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.164�.


� Ibid.  


� � HYPERLINK "http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.164" �� Ibid.� 


�  Study Group 2, Report R 8, at � HYPERLINK "http://www.itu.int/itudocr/itu-t/com2/reports/01-04/r008_ww9.doc" ��http://www.itu.int/itudocr/itu-t/com2/reports/01-04/r008_ww9.doc�. 


� � HYPERLINK "http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.190" ��http://www.itu.int/rec/recommendation.asp?type=folders&lang=e&parent=T-REC-E.190�.  


� � HYPERLINK "http://www.itu.int/itudoc/itu-t/rec/e/e195.html" �� http://www.itu.int/rec/recommendation.asp?type=items&lang=e&parent=T-REC-E.195-200010-I�.  


� For example, see � HYPERLINK "http://www.itu.int/ITU-T/bulletin/annex.html" ��http://www.itu.int/ITU-T/bulletin/annex.html�.


� � HYPERLINK "http://www.itu.int/ITU-T/bulletin/index.html" ��http://www.itu.int/ITU-T/bulletin/index.html�.


� A simple example might be the introduction of freephone services in a national context.


� See Telegeography 2000, � HYPERLINK "http://www.telegeography.com" ��http://www.telegeography.com�.  


� See � HYPERLINK "http://www.isc.org/products/BIND/" ��http://www.isc.org/products/BIND/�.  The current versions of BIND are written by Nominum under contract to the Internet Software Consortium (ISC). They are released as open source software under an ISC copyright that essentially permits unrestricted use and distribution.  


� � HYPERLINK "http://www.icann.org/tlds/" ��http://www.icann.org/tlds/�. 


� An interesting and in-depth study of performance of the DNS root and gTLD server systems is available at � HYPERLINK "http://cider.caida.org/~evi/sigcomm/paper.html" ��http://cider.caida.org/~evi/sigcomm/paper.html�.


� � HYPERLINK "http://www.verisign-grs.com" ��http://www.verisign-grs.com�. 


� See dig query on root servers in � REF _Ref523194931 \h ��ANNEX H�- Query on Root Name Server Distribution� on page � PAGEREF _Ref523194931 \h ��36�.  Also see Appendix A at � HYPERLINK "http://www.icann.org/committees/dns-root/y2k-statement.htm" ��http://www.icann.org/committees/dns-root/y2k-statement.htm� for additional details.


� Cooperative Agreement No. NCR-9218742, Amendment 11,  � HYPERLINK "http://www.ntia.doc.gov/ntiahome/domainname/proposals/docnsi100698.htm" ��http://www.ntia.doc.gov/ntiahome/domainname/proposals/docnsi100698.htm� (Oct. 6, 1998):  


While NSI continues to operate the primary root server, it shall request written direction from an authorized USG official before making or rejecting any modifications, additions or deletions to the root zone file. Such direction will be provided within ten (10) working days and it may instruct NSI to process any such changes directed by NewCo when submitted to NSI in conformity with written procedures established by NewCo and recognized by the USG.


� The .com, .net, and .org TLDs are carried on the same constellation of name servers. Verisign GRS announced on June 12, 2001, that it would be bringing h.gtld-servers.net into the authoritative name server set serving .com, .net and .org.  See � HYPERLINK "http://www.merit.edu/mail.archives/html/nanog/msg04484.html" ��http://www.merit.edu/mail.archives/html/nanog/msg04484.html�.  See dig query on .net name servers in � REF _Ref523195043 \h � \* MERGEFORMAT ��
ANNEX I�- Query on .net Name Server Distribution� on page � PAGEREF _Ref523195043 \h ��38�.  Previously, the gTLDs .com, .net and .org were also carried on the root name servers shown in � REF _Ref515253844 \h ��Figure 2� but have been migrated off to the name server infrastructure shown in � REF _Ref523903664 \h ��Figure 3�.


� Often referred to with the misnomer “Internet governance”.


� � HYPERLINK "http://www.itu.int/infocom/resolutions/res102.htm" ��http://www.itu.int/infocom/resolutions/res102.htm�. 


� � HYPERLINK "http://www.itu.int/infocom/dns/index.html" ��http://www.itu.int/itudoc/gs/council/c99/docs/docs1/051.html�.  


� � HYPERLINK "http://www.itu.int/itudoc/gs/council/c00/docs/27b.html" ��http://www.itu.int/itudoc/gs/council/c00/docs/27b.html�. 


� � HYPERLINK "http://www.itu.int/itudoc/gs/council/c01/docs/ep/008.html" ��http://www.itu.int/itudoc/gs/council/c01/docs/ep/008.html�. 


� A term coined by the Internet Ad Hoc Committee (“IAHC”) – see � HYPERLINK "http://www.iahc.org" ��http://www.iahc.org�. 


� � HYPERLINK "http://www.domainstats.com/" ��http://www.domainstats.com/�. 


� ccTLDs are based on ISO 3166 Standard alpha-2 codes. See the site of the ISO 3166 Maintenance Agency at � HYPERLINK "http://www.din.de/gremien/nas/nabd/iso3166ma/" ��http://www.din.de/gremien/nas/nabd/iso3166ma/�. 


� A subsidiary of Verisign, Incorporated. See � HYPERLINK "http://www.verisign-grs.com" ��http://www.verisign-grs.com�.  


� When NSI began domain name registrations in the spring of 1993, approximately 400 domain names were being registered per month. By comparison, in January 2000, NSI processed approximately 260,000 registrations in .com, .net, and .org. See � HYPERLINK "http://www.nsol.com/news/2000/pr_20000427.html" ��http://www.nsol.com/news/2000/pr_20000427.html�. 


� � HYPERLINK "http://www.networksolutions.com/legal/internic/cooperative-agreement/amendment4.html" ��http://www.networksolutions.com/legal/internic/cooperative-agreement/amendment4.html�. 30% of this fee went into an “Infrastructure Fund” which was later subject to lawsuits about its “constitutionality”.


� � HYPERLINK "http://www.networksolutions.com/legal/internic/cooperative-agreement/amendment9.html" ��http://www.networksolutions.com/legal/internic/cooperative-agreement/amendment9.html�. 


� See Footnote � NOTEREF _Ref517670797 \h ��39�.


� � HYPERLINK "http://www.iana.org" ��http://www.iana.org�. 


� � HYPERLINK "http://www.isoc.org" ��http://www.isoc.org�. 


� � HYPERLINK "http://www.iab.org" ��http://www.iab.org�. 


� � HYPERLINK "http://www.inta.org" ��http://www.inta.org�. 


� � HYPERLINK "http://www.wipo.int" ��http://www.wipo.int�. 


� � HYPERLINK "http://www.iahc.org" ��http://www.iahc.org�. 


� � HYPERLINK "http://www.iahc.org/draft-iahc-recommend-00.html" ��http://www.iahc.org/draft-iahc-recommend-00.html�. 


� This was considered a radical concept in 1997 despite its feasibility having been proven by Nominet, the .uk domain name registry (� HYPERLINK "http://www.nominet.org.uk" ��http://www.nominet.org.uk�). 


� � HYPERLINK "http://www.gtld-mou.org/docs/dispute.html" ��http://www.gtld-mou.org/docs/dispute.html�. 


� � HYPERLINK "http://www.gtld-mou.org" ��http://www.gtld-mou.org�. 


� � HYPERLINK "http://www.ntia.doc.gov/ntiahome/domainname/6_5_98dns.htm" ��http://www.ntia.doc.gov/ntiahome/domainname/6_5_98dns.htm�. 


� For details on the organization and activities of ICANN, see � HYPERLINK "http://www.icann.org" ��http://www.icann.org�. 


� � HYPERLINK "http://www.icann.org/announcements/icann-pr13oct98.htm" ��http://www.icann.org/announcements/icann-pr13oct98.htm�. 


� � HYPERLINK "http://www.ntia.doc.gov/ntiahome/press/icann102098.htm" ��http://www.ntia.doc.gov/ntiahome/press/icann102098.htm�. 


� � HYPERLINK "http://www.ntia.doc.gov/ntiahome/domainname/icann-memorandum.htm" ��http://www.ntia.doc.gov/ntiahome/domainname/icann-memorandum.htm�. 


� � HYPERLINK "http://www.ntia.doc.gov/ntiahome/domainname/icannnewco.htm" ��http://www.ntia.doc.gov/ntiahome/domainname/icannnewco.htm�. 


� � HYPERLINK "http://www.gao.gov/new.items/og00033r.pdf" ��http://www.gao.gov/new.items/og00033r.pdf�.


� Knowledge that an alternative DNS root system could be potentially implemented by commercial actors, especially those with significant market power, was explicitly acknowledged in the 1999 ICANN/DOC/NSI agreement (See §4 (E) in � HYPERLINK "http://www.icann.org/nsi/coopagmt-amend19-04nov99.htm" ��http://www.icann.org/nsi/coopagmt-amend19-04nov99.htm�) where one obligation was “NSI agrees not to deploy alternative DNS root server systems.”.


� � HYPERLINK "http://www.icann.org/stockholm/unique-root-draft.htm" ��http://www.icann.org/stockholm/unique-root-draft.htm�. 


� �HYPERLINK "http://www.ietf.org/rfc/rfc2826.txt"��http://www.ietf.org/rfc/rfc2826.txt�.


� See Image Online Design’s Request for Reconsideration of its failed application to ICANN for .web at � HYPERLINK "https://www.webtld.com/News/2000-12-16.asp" ��https://www.webtld.com/News/2000-12-16.asp�. 


� The encoding of DNS names is restricted to a subset of 7-bit ASCII characters.


� For example, Row-based ASCII Compatible Encoding (“RACE”), prefixed by “bq––”,described in � HYPERLINK "http://www.i-d-n.net/draft/draft-ietf-idn-race-03.txt" ��http://www.i-d-n.net/draft/draft-ietf-idn-race-03.txt� and Differential Unicode Domain Encoding (“DUDE”), prefixed by “dq––”, described in � HYPERLINK "http://www.i-d-n.net/draft/draft-ietf-idn-dude-02.txt" ��http://www.i-d-n.net/draft/draft-ietf-idn-dude-02.txt�. On June 14th, a report from the IETF’s IDN ACE Design Team said “If the IDN WG selects a single ACE, the design team suggests DUDE.”. Since then, there has been more support for another encoding format called AMC-ACE-Z.


� “Universal Multiple-Octet Coded Character Set”, ISO/IEC 10646-1:1993, ISBN 0-201-61633-5. See � HYPERLINK "http://www.unicode.org" ��http://www.unicode.org�. The Unicode Character Standard primarily encodes scripts rather than languages including Arabic, Armenian, Bengali, Bopomofo, Canadian, Syllabics, Cherokee, Cyrillic, Deseret, Devanagari, Ethiopic, Georgian, Gothic, Greek, Gujarati, Gurmukhi, Han, Hangul, Hebrew, Hiragana, Kannada, Katakana, Khmer, Latin, Lao, Malayalam, Mongolian, Myanmar, Ogham, Old Italic (Etruscan), Oriya, Runic, Sinhala, Syriac, Tamil, Telugu, Thaana, Thai, Tibetan, and Yi.


� Source is � HYPERLINK "http://www.i-dns.net/namereg.html" ��http://www.i-dns.net/namereg.html�. 


� � HYPERLINK "http://www.ietf.org/html.charters/enum-charter.html" ��http://www.ietf.org/html.charters/enum-charter.html�. 


� See � HYPERLINK "http://www.ietf.org/rfc/rfc2396.txt" ��http://www.ietf.org/rfc/rfc2396.txt�.  The Internet Assigned Numbers Authority (“IANA”) , part of the Internet Corporation for Assigned Names and Numbers (“ICANN”), maintains a list of standardized URI prefix schemes such as ‘http’, ‘ftp’, and ‘mailto’ at � HYPERLINK "http://www.isi.edu/in-notes/iana/assignments/url-schemes" ��http://www.isi.edu/in-notes/iana/assignments/url-schemes�.


� � HYPERLINK "http://www.ietf.org/rfc/rfc2916.txt" ��http://www.ietf.org/rfc/rfc2916.txt�.


� � HYPERLINK "http://www.ietf.org/rfc/rfc2915.txt" ��http://www.ietf.org/rfc/rfc2915.txt�. 


� The user interface to this reverse mapping and lookup would be performed transparently to the user. In other words, users would not enter reversed telephone numbers themselves or concatenate the ENUM root zone. 


� A fascinating study of performance of the DNS root and gTLD server systems is available at � HYPERLINK "http://cider.caida.org/~evi/sigcomm/paper.html" ��http://cider.caida.org/~evi/sigcomm/paper.html�.


� � HYPERLINK "http://www.ietf.org/rfc/rfc2535.txt" ��http://www.ietf.org/rfc/rfc2535.txt�. 


� � HYPERLINK "http://www.ietf.org/rfc/rfc2845.txt" ��http://www.ietf.org/rfc/rfc2845.txt�. 


� See discussion in Annex D, starting on page � PAGEREF _Ref523047686 \h ��18�.


� For example, E.164 resources for Japan (+81) might need to point to records referencing names with IDNS characters.


� Stub resolvers are the most common types of DNS client software.  They permit handing off recursive DNS queries to a server to resolve, instead of performing the full iterative resolution process itself.


� � HYPERLINK "http://www.ietf.org/rfc/rfc2182.txt" ��http://www.ietf.org/rfc/rfc2182.txt�.  


� � HYPERLINK "http://www.arin.net" ��http://www.arin.net�. 


� � HYPERLINK "http://www.arin.net/announcements/rfp.html" ��http://www.arin.net/announcements/rfp.html�. 


� � HYPERLINK "http://www.ietf.org/internet-drafts/draft-ietf-dnsop-hardie-shared-root-server-05.txt" ��http://www.ietf.org/internet-drafts/draft-ietf-dnsop-hardie-shared-root-server-05.txt�. 


� � HYPERLINK "http://www.merit.edu/mail.archives/nanog/2001-06/msg00343.html" ��http://www.merit.edu/mail.archives/nanog/2001-06/msg00343.html�. 


� � HYPERLINK "http://www.cw.com/us/peering" ��http://www.cw.com/us/peering�. 


� � HYPERLINK "http://mail-abuse.org" ��http://mail-abuse.org�. 


� There are even examples of entire countries being cut off by ISPs by zealous spam-blockers.


� � HYPERLINK "http://www.ietf.org/rfc/rfc2870.txt" ��http://www.ietf.org/rfc/rfc2870.txt�. 


� � HYPERLINK "http://www.nist.gov" ��http://www.nist.gov�. 


� � HYPERLINK "http://www.din.de" ��http://www.din.de�. 


� The Blowfish encryption algorithm is a symmetric block cipher that takes a variable-length key; from 32 bits to 448 bits.  See � HYPERLINK "http://www.counterpane.com/blowfish.html" ��http://www.counterpane.com/blowfish.html�.


� � HYPERLINK "http://ee-staff.ethz.ch/~oetiker/webtools/mrtg" ��http://ee-staff.ethz.ch/~oetiker/webtools/mrtg�. 


� � HYPERLINK "http://ee-staff.ethz.ch/~oetiker/webtools/rrdtool" ��http://ee-staff.ethz.ch/~oetiker/webtools/rrdtool�. 


� Management Information Base


� Simple Network Management Protocol


� Glue records are used when delegating a zone to a name that lives inside the zone that is being delegated to.  The name has to be entered into the delegating parent zone as "glue" so that the address of the name server in the delegated zone can be found.  For example, if ns.example.com is a name server for the example.com zone, its address could only be found by querying a name server for that zone: i.e., ns.example.com.  Therefore the address of ns.example.com needs to exist as glue in the .com zone.  This entry is known as a glue record.


� This extension to the DNS protocol is defined in RFC 1996.  When this is used the master server informs slave servers whenever a new copy of a zone has been loaded, causing the slave servers to initiate an immediate zone transfer to pick up the new copy of the zone.  This allows for faster convergence of zone updates between the zone's master and slave servers.


� � HYPERLINK "http://www.intug.net/views/IM_ENUM.html" ��http://www.intug.net/views/IM_ENUM.html�. 


� Obviously in an environment with much more significant numbering provisioning churn, uptime will be more critical.  Number provisioning churn is clearly a function of the hierarchical level with country code resources changing most infrequently.  Therefore, national administrators and sub-levels of ENUM name space are more concerned with guaranteed editing uptime.


� Verisign GRS announced on June 12, 2001, that it would be bringing h.gtld-servers.net into the authoritative name server set serving .com, .net and .org.  See � HYPERLINK "http://www.merit.edu/mail.archives/html/nanog/msg04484.html" ��http://www.merit.edu/mail.archives/html/nanog/msg04484.html�.  
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