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1. Abstract
This document is a contribution to output document FG IPTV-DOC-0037, Traffic Management Mechanism for the Support of IPTV Services. This contribution proposed the wording for the Section 6.1, admission control, and Section 6.3.2, buffer management.
2. Discussion
ITU-T recommendation Y.1291 is already defining the architectural framework for the support of QoS in packet network. Therefore, we can reuse the corresponding section from the document. 

3. References

[1] ITU-T Recommendation Y.1291, “An architectural framework for support of Quality of Service in packet networks,” ITU-T SG13
4. Proposal

4.1. Proposal # 1

Section 6.1, Admission Control, can be written as follows according to Section 7.1 of Y.1291. We can add more IPTV specific admission control later on.
______________
6.1 Admission Control

This mechanism controls the traffic to be admitted into the network. Normally the admission criteria are policy driven [IETF RFC 2753]. Whether traffic is admitted depends on an a priori service level agreement. In addition, the decision can depend on if adequate network resources are available so that newly admitted traffic does not overload the network and degrade service to ongoing traffic. For a service provider, maximal traffic should be admitted while the same level of QoS (including transaction performance as well as service reliability/availability expectations) is maintained for the existing traffic.

Call admission approaches related to transaction performance are typically parameter or measurement based. The parameter-based approach derives the worst-case bounds for a set of metrics (e.g., packet loss, delay and jitter) from traffic parameters and is appropriate for providing hard QoS for real-time services. This approach is typically exercised over a resource reservation request for securing necessary resource for an ensuing traffic flow. 
In contrast, the measurement-based approach uses measurements of existing traffic for making an admission decision. It does not warrant throughput or hard bounds on packet loss, delay or jitter and is appropriate for providing soft or relative QoS. This approach has in general higher network resource utilization than the parameter-based one. Note that in principle it is possible to have a hybrid approach such as using measurements to update the resources available in the parametric approach. Admission control can also be used to meet requirements for service reliability/availability over a specified period for the desired transaction types as negotiated in the SLA. Specifically, the desired service reliability/availability can be requested as a priority level for admission control that, in turn, determines the setup of a "connection" or link such as an LSP. Admission control policies give preference to traffic streams (e.g., for emergency communications) deemed to be more critical by a service provider under conditions of congestion. Admission control priority is a way of giving preference to admit higher priority traffic ahead of lower priority traffic.
For IPTV services, the admission control should be used closely working with the hierarchical queue management and signaling for IPTV services. The hierarchical queue management supports the isolation for subscribers. A new IPTV service session of a subscriber should not affect the other subscribers’ sessions. The signaling mechanism can be layer 2 or layer 3 according to the admission control point. The representative L2 and L3 protocols are IGMP and PIM, respectively.
6.1.2 Broadcast Service

______________
4.2. Proposal # 2
Section 6.3.2, Buffer Management, can be written as follows according to Section 8.1 of Y.1291. We can add more IPTV specific buffer management later on.
______________
6.3.2 Buffer Management
Queue or buffer management deals with which packets, awaiting transmission, to store or drop. An important goal of queue management is to minimize the steady-state queue size while not underutilizing link as well as avoiding the lock-out phenomenon where a single connection or flow monopolizes the queue space [IETF RFC 2309]. Schemes for queue management differ mainly in the criteria for dropping packets and what packets drop. The use of multiple queues introduces further variation in the schemes, for example, in the way packets are distributed among the queues.
A common criterion for dropping packets is the queue reaching the maximum size. Packets are dropped when the queue is full. What packets drop depends on the drop disciplines, for example: 

– "Tail drop" rejects the newly arriving packet. This is the most common strategy.

– "Front drop" keeps the newly arriving packet at the expense of the packet at the front of the queue.

– "Random drop" keeps the newly arriving packet at the expense of a randomly-selected packet from the queue. This scheme can be expensive since it requires a walk through the queue.
A scheme of dropping packets only when the queue is full tends to keep the queue in the full state for a relatively long period of time, which can have a catastrophic result in case of bursty traffic. There are schemes using a more dynamic criterion not based on the fixed maximum size of the queue and thus capable of performing active queue management. A prominent one is Random Early Detection (RED) [Floyd], which also helps address the full queue problem and avoid congestion. RED drops (incoming) packets probabilistically based on an estimated average queue size. The probability for dropping increases as the estimated average queue size grows. In other words, if the queue has been mostly empty in the recent past, incoming packets tend to be kept; if the queue has been mostly relatively full recently, however, incoming packets are likely to be dropped. More specifically, RED employs two thresholds for the average queue size. One specifies the average queue size below which no packets are dropped; the other specifies the average queue size above which all packets are dropped. For a queue of an average size between the two thresholds, the packet dropping probability is proportional to the average size. Naturally the effectiveness of RED depends on how the relevant parameters are set. There is no single set of parameters that work well for all traffic types and congestion scenarios. Thus appear RED variants, for example:
– Flow RED (FRED) [Lin et al., 1997], which introduces additional control to RED by providing differential drop treatment to flows based on their buffer usage. If the number of packets from a flow in the queue is lower than a flow-specific threshold, a newly arriving packet of the same flow will not be dropped. Otherwise, it is subject to drop treatment favoring flows with fewer packets in the buffer. Compared with RED, FRED is more flexible in protecting flows from using less- or more-than-fair share of buffer space and link bandwidth.

– Weighted RED, which introduces additional control to RED by providing differential drop treatment to packets based on their priority. The higher the priority of a packet is, the lower the probability it is to be dropped.
______________
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