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At the SG 13 meeting (Geneva, 17-28 July 2006) a contribution was received from Korea on the subject of providing IPTV based on the NGN architecture developed by SG 13 in draft Recommendation Y.NGN-FRA.

The proposal, attached to this liaison, outlines a set of functional entities required to provide IPTV. These functional entities are in addition to those currently detailed in Y.NGN-FRA recently consented for NGN Release 1, but fit within this NGN architecture and re-use some of the existing FRA functional entities.

SG 13 would like ask the SG 9 and SG 16 to comment on whether the approach advocated in this proposal is a valid way to provide IPTV services, bearing in mind that several approaches may be possible to the provision of IPTV.

The SG 9 and SG 16 are also invited to consider how it might help SG 13 progress this proposal. SG 13 wish to avoid duplication of efforts, whilst ensuring harmonization among all emerging solutions and interested parties.

A revised version of the original Korean contribution is attached, which outlines the new functional elements to be added to Y.NGN-FRA. 

Since the Korean contribution is based on Y.NGN-FRA, a copy of the consented draft Recommendation Y.NGN-FRA is also forwarded for your information and to assist you in your consideration of the proposal. 
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1.
Draft ITU-T Recommendation Y.2012 (formerly Y.NGN-FRA)
2.
Revision 1 to COM 13-D 704.
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Proposal

At the last Q.3/13 meeting, it was agreed to initiate the work on NGN architecture framework for streaming services as a living list #2.
Draft Recommendation ITU-T Y.NGN-FRA recently developed for the NGN Release 1 architecture includes both IMS service component and PSTN/ISDN emulation service component. But a NGN architecture for streaming service component is not yet defined.
One approach to the provision of IPTV would be to enhance the NGN architecture specified in Y.NGN-FRA to support a streaming service. The enhancements necessary to Y.NGN-FRA are contained in this proposal. Thus, we propose to start an initial draft “NGN Architecture Framework for Streaming Services”.
In addition, we want to know which study group (SG13 or FG IPTV) is suited to developing “NGN architecture framework for streaming services”.
We are aware that ITU-T SG 9, SG16 and others (CableLabs) are also considering the definition of multimedia architecture framework integrating voice, data, and video services. 
-----------
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1. Scope

The streaming service in NGN is not only to deliver video streaming (Broadcast TV and VoD, etc.) but also to provide converged services with integration of voice, data and video services (for example, Caller-ID display on TV, etc.) to residential and business customers. 

This document defines NGN architecture for the support of the streaming service including application/service support functions, service control functions, transport functions and end-user function with keeping the alignment with the NGN Release 1 functional architecture.

The following items outline the current scope of this document:
· The architecture will address network/service elements for supporting streaming service: (1) on the Head-end, (2) within transport network, and (3) at customer premise.

· The architecture will define the application/service support functions for streaming service elements.

· The architecture will define the service control functions for streaming service elements.

· The architecture will define the transport functions for streaming service elements.

· The architecture will define the end-user functions for streaming service elements.

· The architecture will distinguish between the specific functions for streaming service and the common functions for both IMS and streaming service.

· The architecture will describe the service and network requirements for streaming service 

· The architecture will define the converged service architecture integrating voice, data, and video services.

2. References

[1] ITU-T FGNGN-OD-00244R2, “Functional Requirements and Architecture of the NGN”, 2005.11

[2] ITU-T Draft Recommendation J.ipc2arch, “IPCablecom 2 Architecture Framework”, 2005.8

[3] ITU-T Recommendation J.179, “IPCablecom support for Multimedia”, 2005.11

[4] NGNA, “NGNA Plan: Integrated Multimedia Architecture”, 2004.7

[5] PacketCable Technical Report, “Multimedia Architecture Framework”, 2005.12

[6] ITU-T Recommendation H.610, “Full service VDSL – System architecture and customer premise equipment”, 2003.7

3. Terminologies

To be included

4. Abbreviations
To be included

5. Transport and service configuration of the NGN
This section introduces multiple configurations of the NGN functional architecture. (Note. this text is captured from FGNGN-FRA section 9)
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Figure 1 - Transport and service configuration of the NGN

The representation shown in Figure 1 makes extensive use of colour to group related aspects of service delivery. Service delivery and control are represented by components and intended to collate related control functions. A wide variety of services is supported in the NGN by application functions.

The service components are related to each other and may contain common or shared functionality. No assumptions should be made concerning their representation as separate components in the figure.  

Figure 1 shows several NGN service and transport configurations.  In release 1, three configurations are identified in the service stratum: IP multimedia service, PSTN/ISDN emulation service, and streaming service configurations.  Regarding the transport stratum, multiple configurations are represented in the access transport area.  Other NGN components, such as the Network Attachment Control Functions (NACF), Resource and Admission Control Functions (RACF), and user profile functions are common to all configurations.

A particular link between boxes and clouds shows a possible linkage there.

The IP multimedia service component (orange) makes use of IMS specifications with adaptation to fixed-network access (green).  PSTN/ISDN simulation service is also provided by this component.

The PSTN/ISDN emulation service component (fluorescent green) provides all of the network functionality associated with supporting existing services for legacy end-user interfaces and equipment.

Physical transport networks provide the connectivity for all components and physically separated functions within the NGN. Transport is divided into access networks and the core network, with a border gateway linking the two transport network categories.  IP connectivity is provided to the NGN end-user equipment by the transport functions, under the control of the network attachment control functions and the resource and admission control functionality.

In the transport stratum, multiple configurations are possible with the access transport functions. 

The figure represents the compilation of user information and other service control related data into user profile functions. These functions may be specified and implemented as a set of cooperating databases with functionality residing in any part of the NGN.

End-user interfaces are supported by both physical and functional (control) interfaces, and both are shown in the figure. No assumptions are made about the diverse end-user interfaces and end-user networks that may be connected to the NGN access network. All categories of end-user equipment are supported in the NGN, from single-line legacy telephones to complex corporate networks. End-user equipment may be either mobile or fixed.

The NGN interface(s) to other networks includes many existing networks, such as PSTN/ISDN and the public Internet. The NGN interfaces other networks both at the control level and at the transport level, by using border gateways. The border gateways may involve media transcoding and bearer adaptation. Interactions between the control and transport levels may take place, either directly or through the RACF.
5.1.
Service-specific configurations

5.1.1.
IP Multimedia Service component

An IP Multimedia Service component utilises SIP-based control. These services may include multimedia session services, such as voice or video telephony or PSTN/ISDN simulation, and some non-session services, such as subscribe/notify for presence information and the message method for message exchange. In contrast to the emulation service described in section 5.1.2 below, PSTN/ISDN simulation service refers to the provision of PSTN- / ISDN-like services to advanced terminals such as IP phones.  In addition, the IP Multimedia Service Component supports the mobility requirements of release 1.

The IP Multimedia Service Component is specified further in TR-IFN.
5.1.2. PSTN/ISDN Emulation Service Component
PSTN/ISDN emulation refers to mimicking a PSTN/ISDN network in order to support a legacy terminal connected through a gateway to an IP network. All PSTN/ISDN services remain available and identical (i.e., with the same ergonomics), such that end users are unaware that they are not connected to a TDM-based PSTN/ISDN. 

By contrast, PSTN/ISDN simulation refers to the provision of PSTN- / ISDN-like services to advanced terminals such as IP phones. The IP Multimedia Service Component described in section 5.1.1 may provide such simulation services. The PSTN/ISDN Emulation Component is specified further in TR-PIEA.

5.1.3.
Streaming Service Component

The NGN may provide streaming services as defined in the NGN release 1 scope document.  These may include, for example, content delivery services, multimedia multicast or broadcast services, and push services.
The NGN service components used to provide such other NGN services will be specified in this document.
6. Streaming Services Model
Figure 2 illustrates a generic streaming services architecture to support applications such as digital broadcast television (TV) and Video on Demand (VoD). This architecture is based on the comprehensive architecture and services model specified in ITU Recommendation H.610 and on the Video Service Architecture defined by CableLabs.
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Figure 2 - Streaming services model 
The major functional parts of the streaming service architecture are Head-end, Transport network and Customer premise as shown Figure 2.

6.1 Head-end
As with a digital cable or digital satellite television system, a streaming service requires a video head-end. This is the point in the network at which linear (e.g., broadcast TV) and on-demand (e.g., movies) content is captured and formatted for distribution over the IP network. Typically, the head-end ingests national feeds of linear programming via satellite either directly from the broadcaster or programmer, or via an aggregator.
The head-end can be identified by two types; Broadcast TV Head-end and VoD Head-end. The Broadcast TV Head-end system receives video streams in various formats, reformats and encapsulates the video streams, interfaces the core network and transmits the video signal over the core network towards the access network. On the other hand VoD Head-end system operates in a different manner than linear (broadcast) television service as the VoD system provides the subscriber with a unicast stream of programming with VCR-like controls including pause, fast forward and rewind
The head-end is comprised of many components including the middleware, (MPEG) encoders, VoD server, Broadcast TV server, subscriber manager, resource manager, session manager, and application manager.
The middleware is used to describe the software packages associated with delivering an video streaming. The middleware is typically a client/server architecture where the client resides on the streaming services client. The middleware controls the user interaction with either the application manager or session manager.
The subscriber manager shall create accounts for users and shall maintain current account status. The (MPEG) encoders receive video feeds from content providers, and then encode the signals into MPEG frames. The VoD server holds a large database of movies. People can select a movie from the onscreen display and choose when they want to view the movie. The MPEG encoded movie is then transmitted via a unicast IP stream. 
The session manager will invoke the Resource Manager to establish a connection from VoD server to client. The required bandwidth management can be performed in the resource manager. The application manager gives the interaction systems to the client establishing the connection from Broadcast TV server. They also can offer their own unique services such as interactive games and onscreen bill displays. 
6.2 Transport Network

The transport network can be made up three parts; core, edge and access.

The grouping of encoded video streams, representing the channel line up, is transported over the core network. These networks can be a mix of well-engineered existing IP networks and purpose-built IP networks for video transport. The access network is the link from the transport network to the customer premise. Access networks will use variants of asymmetrical DSL (ADSL) and very-high-speed DSL (VDSL) to provide the required bandwidth to run an IPTV service to the customer premise. They also are beginning to use fiber technology like PON (passive optical networking) to reach homes.

At the network edge, the core network connects to the access network. The traditional network edge supports IP connectivity data service such as Internet access. On the other hand, the network edge providing streaming service will support advanced Multicast and QoS functionality to deliver video services and fast channel changing times and IP-based Conditional Access.

6.3 Customer premise

Customer Premises is the location providing the broadband network termination (B-NT) functionality. The streaming service client (VoD client, Broadcast client) is the functional unit, which terminates the video streaming at the customer premises. This is a device, such as a NGN terminal, that performs the functional processing, which includes setting up the connection and QoS with the application/session manager, decoding the video streams, channel change functionality, user display control, and connections to user appliances such as a standard-definition TV or HDTV monitors.
7. The Requirements of Streaming Services

The text in this section is captured from FGNGN-NGN Rel.1 scope.
7.1 Service Requirements

· Easy/automatic configuration setup should be supported
· Services should be provisioned without requiring user technical knowledge or complex setup procedures
· NGN may be required to support the digital right management (DRM) capabilities to protect intellectual property of digital contents.
· NGN may be required to support the fraud detection and management
· The NGN should provide capabilities for coordinating identities, sessions and services. In addition, it should offer coordination between network user device resources and applications, either in a centralized way or with support functions distributed across user devices, edge devices, etc
· The NGN should allow interworking between application services and network entities for creation and provisioning of value added services
· Service authentication should be independent of the underlying access network technique and maintain a consistent service authentication mechanism.
· Service authorization mechanisms should be independent of underlying network technologies
7.2 Network Requirements

· NGN should have capabilities to protect NGN infrastructure from malicious attacks, such as denial of service, eavesdropping, spoofing, tampering with messages, repudiation or forgery
· Survivability functions are necessary to realize highly reliable networks
· Protection against unauthorized use of network resources and unauthorized access to information flows and applications
· NGN should provide the capability to authenticate users or terminal equipments for using resources
· NGN should provide capabilities to allow service access by authenticated users or devices according to their access rights, subscriber profiles and network policy.
· The NGN should support different types of codecs (e.g. audio, video and text codecs).
8. Functional entities for streaming services
This section describes some functional entities of NGN Release 1 extended to support streaming services. In addition, new functional entities are defined as illustrated Figure 3.
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Figure 3 - Functional entities related to streaming services

8.1 Transport Processing Functional Entities
8.1.1
T-2 Access Node Functional Entity (AN-FE)
AN-FE must support multicast replication of the packet in the access, which is important for access scaling. IGMP has become a critical component in delivering video to the home and is used to control channel changing and hopping from the NGN terminal. AN-FE is required to monitor the exchange of IGMP messages between EN-FE and the NGN terminal. The process called IGMP snooping can eliminate the unnecessary processing overhead from the EN-FE.

8.1.2
T-3 Edge Node Functional Entity (EN-FE)
EN-FE must support multicast replication of the packet at the aggregation or distribution point of the network. All IGMP messages issued by the NGN terminal pass through AN-FE and must be processed by EN-FE to respond to the NGN terminal.

8.2 Transport Control Functional Entities
8.2.1
T-12
Transport User Profile Functional Entity (TUP-FE)
TUP-FE is responsible for storing user profiles (e.g., QoS profile, SSSC-FE address, and HGC-FE address) as well as hardware and software characteristics of NGN terminal. 

8.2.2
T-16 Policy Decision Functional Entity (PD-FE)
PD-FE manages and controls the policies and resources of the transport stratum to deliver streaming traffic without loss and latency to NGN terminal.

8.3 Service Control Functional Entities
8.3.1
S-5
Service User Profile Functional Entity (SUP-FE)
SUP-FE includes information about each user which channel the user subscribes to. SUP-FE may contain information used for user authentication and authorization performed by SSGA-FE and SAA-FE.

8.3.2
S-6
Service Authentication and Authorization Functional Entity (SAA-FE)
SAA-FE supports the user authentication and authorization to determine whether a user has the right to view the requested streaming. SAA-FE responds to the request which is issued by SSGS-FE as well as SSSC-FE. 

SAA-FE may provide content protection to avoid a threat from the unauthenticated/unauthorized. Protection of digital content is a key consideration for many content owners. Depending on terms of the content deals, there may be requirement to protect both stored and broadcast traffic by combination of encryption and digital right management. 

8.3.3
S-14 Media Resource Broker Functional Entity (MRB-FE)
The Media Resource Broker Functional Entity (MRB-FE) does the following:
· It assigns specific streaming server resources to requested streaming service from NGN terminal. 

· It acquires knowledge of streaming server resource utilization that it can use to help decide which streaming server resources to assign to resource requests from SSSC-FE or SSGS-FE

· It employs methods/algorithms to determine streaming server resource assignment
8.3.4
S-xx
Streaming Service Session Control Functional Entity (SSSC-FE)
SSSC-FE is responsible to maintain and manage the life cycle of on-demand session that requested from NGN terminal. For such case, the NGN terminal can set up a session directly with SSSC-FE. It is also the responsibility of the SSSC-FE to understand what resources are available in the network and then determine the resources needed.

8.3.5
S-xx
Streaming Service Guide Server Functional Entity (SSGS-FE)
SSGS-FE provides the directory data about both broadcast channels and on-demand content to the broadcast and content on-demand client application running on the NGN terminal. In addition SSGS-FE may convey information required for SAA-FE to authenticate and to authorize a subscriber for streaming service. SSGS-FE may respond corresponding multicast address according to selected channel.

8.4 Application Support Functional Entities and Service Support Functional Entities
8.4.1
A-xx
Streaming Server Functional Entity (SS-FE)
SS-FE provides persistent storage for large volumes of video and audio streaming. SS-FE may support basic streaming control functionality such as fast-forward, rewind, etc., which may be activated by SSSC-FE or SSGS-FE.

8.4.2
A-xx
Streaming Transmitter Functional Entity (ST-FE)
SS-FE may receive the content, which format could be either analog or digital, from a broadcaster such as satellite and convert it into a compressed digital streaming, and then send IP packet encapsulating streaming to NGN terminal via transport stratum functions being capable of multicasting.
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