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Attachment 1

Simplified description of synthesis process 
of the planning software

1
Introduction

The planning software to be used for the first planning exercise and subsequent planning activities were provided to the Bureau by the European Broadcasting Union in accordance with Resolution COM5/1 of the RRC-04. The planning software consists mainly of two parts. The first part deals with the analysis of compatibilities between digital requirements and assignments of broadcasting and other services. The second part, synthesis, assigns potentially available channels, determined by the results of the analysis, to the digital requirements.

This document discusses briefly the synthesis process of the planning software and describes the process step-by-step using an example of ten (10) digital requirements and six (6) available frequency channels; the process is described in step-by-step. The overall description of the synthesis process is described in Document IPG-1/EP/2.

2
Input data to the synthesis process

The input to the synthesis process is comprised of two sets of information.

2.1
List of potentially available channels for each requirement

	
	Potentially available channels

	Requirement
	F1
	F2
	F3
	F4
	F5
	F6

	R1
	1
	1
	1
	1
	1
	1

	R2
	1
	
	
	
	
	1

	R3
	1
	1
	
	1
	1
	1

	R4
	
	
	1
	1
	
	

	R5
	1
	1
	1
	
	1
	1

	R6
	1
	1
	
	
	
	1

	R7
	
	1
	
	
	1
	1

	R8
	
	1
	
	
	
	

	R9
	
	1
	1
	
	
	

	R10
	
	
	
	
	
	

	1 indicates channel is available.


2.2
List of compatibilities for each requirement

	
	R1
	R2
	R3
	R4
	R5
	R6
	R7
	R8
	R9
	R10

	R1
	
	1
	1
	
	1
	
	
	
	
	1

	R2
	1
	
	
	
	
	1
	
	
	
	

	R3
	1
	
	
	1
	
	1
	1
	
	
	

	R4
	
	
	1
	
	
	1
	1
	
	
	

	R5
	1
	1
	
	
	
	
	1
	1
	1
	1

	R6
	
	
	1
	1
	
	
	1
	
	
	1

	R7
	
	
	1
	1
	1
	1
	
	
	1
	

	R8
	
	
	
	
	1
	
	
	
	1
	

	R9
	
	
	
	
	1
	
	1
	1
	
	

	R10
	1
	
	
	
	1
	1
	
	
	
	

	1 indicates incompatible, the two requirements cannot be assigned with the same channel.


3
The synthesis process

The synthesis process consists of two main parts. The first part determines the order in which requirements should be treated and the second part selects a channel from the potentially available list and assigns it to a requirement.

Three different approaches are used for determining the order in which requirements should be treated. Five main approaches are used for assign channels to requirements. Combinations of these approaches are used to produce different frequency plans. The frequency plan that satisfies the most number of requirements is then selected. 

3.1
Determine the order in which requirements are assigned with channels

Channels are assigned to requirements sequentially. It is therefore necessary to determine the order in which requirements are to be treated.

There are three ways of putting the requirements in order of treatment.
3.1.1
Assigning channel in the descending order of number of incompatibilities

•
Calculate the number of compatibilities for each requirement

	
	R1
	R2
	R3
	R4
	R5
	R6
	R7
	R8
	R9
	R10
	NC

	R1
	
	1
	1
	
	1
	
	
	
	
	1
	4

	R2
	1
	
	
	
	
	1
	
	
	
	
	2

	R3
	1
	
	
	1
	
	1
	1
	
	
	
	4

	R4
	
	
	1
	
	
	1
	1
	
	
	
	3

	R5
	1
	1
	
	
	
	
	1
	1
	1
	1
	6

	R6
	
	
	1
	1
	
	
	1
	
	
	1
	4

	R7
	
	
	1
	1
	1
	1
	
	
	1
	
	5

	R8
	
	
	
	
	1
	
	
	
	1
	
	2

	R9
	
	
	
	
	1
	
	1
	1
	
	
	3

	R10
	1
	
	
	
	1
	1
	
	
	
	
	3

	NC: number of incompatibilities.


•
Put requirement in descending order of number of compatibilities

	Order of assigning channel
	Number of compatibilities

	R5
	6

	R7
	5

	R1
	4

	R3
	4

	R6
	4

	R4
	3

	R9
	3

	R10
	3

	R2
	2

	R8
	2


3.1.2
Put the requirement with the HIGHEST number of compatibilities as FIRST requirement to be assigned with a channel

The number of compatibilities is recalculated by eliminating incompatibilities relating to requirements that are assigned with channels.
· Calculate the number of compatibilities for each requirement

	
	R1
	R2
	R3
	R4
	R5
	R6
	R7
	R8
	R9
	R10
	NC

	R1
	
	1
	1
	
	1
	
	
	
	
	1
	4

	R2
	1
	
	
	
	
	1
	
	
	
	
	2

	R3
	1
	
	
	1
	
	1
	1
	
	
	
	4

	R4
	
	
	1
	
	
	1
	1
	
	
	
	3

	R5
	1
	1
	
	
	
	
	1
	1
	1
	1
	6

	R6
	
	
	1
	1
	
	
	1
	
	
	1
	4

	R7
	
	
	1
	1
	1
	1
	
	
	1
	
	5

	R8
	
	
	
	
	1
	
	
	
	1
	
	2

	R9
	
	
	
	
	1
	
	1
	1
	
	
	3

	R10
	1
	
	
	
	1
	1
	
	
	
	
	3

	NC: number of incompatibilities.


•
Sort requirements in descending order of number of compatibilities

	Requirement
	Number of compatibilities

	R5
	6

	R7
	5

	R1
	4

	R3
	4

	R6
	4

	R4
	3

	R9
	3

	R10
	3

	R2
	2

	R8
	2


•
Place requirement R5 that has the highest number of compatibilities FIRST

•
Remove requirement R5 from the table and recalculate number of compatibilities for the remaining 9 requirements

	
	R1
	R2
	R3
	R4
	R6
	R7
	R8
	R9
	R10
	NC

	R1
	
	1
	1
	
	
	
	
	
	1
	3

	R2
	1
	
	
	
	1
	
	
	
	
	2

	R3
	1
	
	
	1
	1
	1
	
	
	
	4

	R4
	
	
	1
	
	1
	1
	
	
	
	3

	R6
	
	
	1
	1
	
	1
	
	
	1
	4

	R7
	
	
	1
	1
	1
	
	
	1
	
	4

	R8
	
	
	
	
	
	
	
	1
	
	1

	R9
	
	
	
	
	
	1
	1
	
	
	2

	R10
	1
	
	
	
	1
	
	
	
	
	2

	NC: number of incompatibilities.


•
Sort requirements in descending order of number of compatibilities

	Requirements
	Number of compatibilities

	R3
	4

	R6
	4

	R7
	4

	R1
	3

	R4
	3

	R2
	2

	R9
	2

	R10
	2

	R8
	1


•
Place requirement R3 that has the highest number of compatibilities SECOND

•
Remove requirement R3 from the table and recalculate number of compatibilities for the remaining 8 requirements

•
The process continues….

•
The requirements are assigned with channels in the following order

	Order of assigning channels

HIGHEST FIRST

	R5

	R3

	R7

	R1

	R6

	R8

	R2

	R4

	R9

	R10


3.1.3
Put the requirement with the SMALLEST number of compatibilities as LAST requirement to be assigned with a channel

The number of compatibilities is recalculated by eliminating incompatibilities relating to requirements that has the smallest number.
•
Calculate the number of compatibilities for each requirement

	
	R1
	R2
	R3
	R4
	R5
	R6
	R7
	R8
	R9
	R10
	NC

	R1
	
	1
	1
	
	1
	
	
	
	
	1
	4

	R2
	1
	
	
	
	
	1
	
	
	
	
	2

	R3
	1
	
	
	1
	
	1
	1
	
	
	
	4

	R4
	
	
	1
	
	
	1
	1
	
	
	
	3

	R5
	1
	1
	
	
	
	
	1
	1
	1
	1
	6

	R6
	
	
	1
	1
	
	
	1
	
	
	1
	4

	R7
	
	
	1
	1
	1
	1
	
	
	1
	
	5

	R8
	
	
	
	
	1
	
	
	
	1
	
	2

	R9
	
	
	
	
	1
	
	1
	1
	
	
	3

	R10
	1
	
	
	
	1
	1
	
	
	
	
	3

	NC: number of incompatibilities.


•
Sort requirements in ascending order of number of compatibilities

	Requirement
	Number of compatibilities

	R2
	2

	R8
	2

	R4
	3

	R9
	3

	R10
	3

	R1
	4

	R3
	4

	R6
	4

	R7
	5

	R5
	6


•
Go down the list and find the requirement that has the smallest number of compatibilities (R8) and set this requirement to be the last requirement to be assigned with a channel. 

•
Remove requirement R8 from the table and recalculate number of compatibilities for the remaining 9 requirements

	
	R1
	R2
	R3
	R4
	R5
	R6
	R7
	R9
	R10
	NC

	R1
	
	1
	1
	
	1
	
	
	
	1
	4

	R2
	1
	
	
	
	
	1
	
	
	
	2

	R3
	1
	
	
	1
	
	1
	1
	
	
	4

	R4
	
	
	1
	
	
	1
	1
	
	
	3

	R5
	1
	1
	
	
	
	
	1
	1
	1
	5

	R6
	
	
	1
	1
	
	
	1
	
	1
	4

	R7
	
	
	1
	1
	1
	1
	
	1
	
	5

	R9
	
	
	
	
	1
	
	1
	
	
	2

	R10
	1
	
	
	
	1
	1
	
	
	
	3


•
Sort requirements in ascending order of number of compatibilities

	Requirement
	Number of compatibilities

	R2
	2

	R9
	2

	R4
	3

	R10
	3

	R1
	4

	R3
	4

	R6
	4

	R5
	5

	R7
	5


•
Go down the list and find the requirement that has the smallest number of compatibilities (R9) and set this requirement to be the SECOND last requirement to be assigned with a channel
•
Continue with the process

•
Using the SMALLEST LAST method, the requirements are assigned with channels in the following order

	Order of assigning channels

SMALLEST LAST

	R3

	R4

	R6

	R7

	R1

	R5

	R10

	R2

	R9

	R8


3.1.4
Comparisons of the orders of assigning channels using the above three methods

	Order by number of compatibilities
	Order by
HIGHEST number of compatibilities FIRST
	Order by
SMALLEST number of compatibilities LAST

	R5
	R5
	R3

	R7
	R3
	R4

	R1
	R7
	R6

	R3
	R1
	R7

	R6
	R6
	R1

	R4
	R8
	R5

	R9
	R2
	R10

	R10
	R4
	R2

	R2
	R9
	R9

	R8
	R10
	R8


3.2
Select a channel from the potentially available channels to assign to a requirement

Following the order established in the first part of the process, a channel for a given requirement may be selected using the following different approaches:

•
first available channel – (FA)
•
most heavily occupied channel – (MHO)
•
least heavily occupied channel – (LHO)
•
most heavily requested channel – (MHR)
•
least heavily requested channel – (LHR)
•
a combination of others – (MHO and MHR)
The different approaches are illustrated for the four examples where R1, R2, R3, and R4 respectively is the first requirement to be processed in the order established by the first part of the synthesis process.

The information on the potential available channels is given from the results of the analysis process.

	
	Potentially available channels

	Requirement
	F1
	F2
	F3
	F4
	F5
	F6

	R1
	1
	1
	1
	1
	1
	1

	R2
	1
	
	
	
	
	1

	R3
	1
	1
	
	1
	1
	1

	R4
	
	
	1
	1
	
	

	R5
	1
	1
	1
	
	1
	1

	R6
	1
	1
	
	
	
	1

	R7
	
	1
	
	
	1
	1

	R8
	
	1
	
	
	
	

	R9
	
	1
	1
	
	
	

	R10
	
	
	
	
	
	

	

	Number of requirements requesting a channel
	5
	7
	4
	3
	4
	6


As the synthesis process assigns channels to requirements, it keeps records of the number of requirements that have been assigned with a specific channel. This information is necessary for the most heavily occupied and the least heavily occupied methods. For example:
	Assigned channels

	F1
	F2
	F3
	F4
	F5
	F6

	3
	1
	0
	4
	5
	3


The results of assignment of channels for the first requirement would be as follows:
	
	Requirement

	Method
	R1
	R2
	R3
	R4

	First available
	F1
	F1
	F1
	F3

	Most heavily occupied
	F5
	F1/F6
	F5
	F4

	Least heavily occupied
	F3
	F1/F6
	F2
	F3

	Most heavily requested
	F2
	F6
	F2
	F3

	Least heavily requested
	F4
	F1
	F4
	F4

	Most heavily occupied and most heavily requested
	F6
	F6
	F6
	F4


Attachment 2

The methodology of the synthesis software

1
Introduction
To a large extent, the planning of digital television and radio services to eventually replace the ST’61 and GE’89 analogue television Plans for television will be different than the planning carried out at the original conferences, or in other more recent terrestrial analogue planning conferences held in Region 1, e.g. for VHF/FM in 1984.

In particular, because of the novelty of DVB-T and T-DAB and their digital characteristics, interference assessment and coverage planning are concepts which have had to be restructured, if not reinvented, as the planning process has progressed. Much of the work done at RRC-04 had this goal in mind.

Because, ideally, new digital plans are to be produced at RRC-06 which will replace the “old” analogue plans in Bands III and IV/V, respectively, throughout the planning area, and because of the expected additional frequency reuse to be obtained from digital techniques, it was decided to introduce allotment planning methods for RRC-06, in addition to (or even, perhaps, instead of) the usual individual-assignment planning methods of the past. The “allotment approach” is to a large extent based on a desire for flexibility in establishing “single frequency networks” (SFN) at a later time as well as a possible lack of knowledge during the planning phase as to the precise details of SFNs or individual transmitter assignments to be implemented at (or before) the end of the transition period.

In order to assign frequencies in an efficient manner using an allotment approach, RRC-04 decided that a synthesis procedure should be developed and used during the RRC-06, as well as during the intersessional planning period prior to it. It was well known that the CEPT had successfully used this type of approach on two previous occasions, in Wiesbaden 1995 (WI ’95) and in Maastricht 2002 (MA ’02), to plan for the introduction of T-DAB into Band III and into the 1.5 GHz band, using analysis and synthesis software developed by the EBU. 

The ITU requested the EBU to develop the necessary calculation software, analysis and synthesis, to allow planning for RRC-06 also. The intent of this document is to give a brief understanding of the synthesis part of that software 

2
Synthesis
2.1
Definition

The synthesis of a frequency plan is the process of determining a suitable channel/frequency for each requirement (assignment or allotment) so that (see Chapter 5.3.2.1 of the RRC-04 Report):

•
no harmful interference is caused to the existing and planned stations by the new digital requirements, and that no harmful interference is caused to those requirements due to the existing and planned stations: this determines the channel availability for each requirement, 

•
the requirements are compatible amongst themselves, in their respective channels selected during synthesis. 

The situation concerning the channel availability for each requirement and the potential compatibility or incompatibility between requirements is calculated during the compatibility analysis and is thus a predetermined input to a synthesis process.
2.2
Constraints (RRC-04)

2.2.1
Technical constraints

The frequency planning to be done in conjunction with the RRC will be dealing with two distinctly different planning “arenas”, one catering to Band III, the other to Band IV/V, as specified in the RRC‑04 Report (see Chapter 5.3.2.2 of the RRC-04 Report).

These differences involve the following specifics:

Band III:

•
TV and T-DAB planned together

•
multiple channel spacings and bandwidths

•
many (67) overlapping channels

•
10 000 to 30 000 requirements throughout the planning area (estimated)

Band IV/V:

•
TV only planned

•
uniform channel spacings and bandwidths

•
49 channels, non-overlapping

•
100 000 to 200 000 requirements throughout the planning area (estimated)

These differences in the planning situations between Band III and Band IV/V are significant and have necessitated different synthesis approaches, and therefore different computer synthesis implementations, to reflect the differences. 

2.2.2
Practical constraints

At the end of RRC-04, the number of digital requirements predicted for RRC-06 was very large (see the preceding sub-section). This possibility necessitated the development of a computer-based synthesis procedure to be able to

•
associate a frequency/channel to each requirement in a spectrum-efficient manner,

•
treat the enormous complexity in a time-efficient manner.

“Spectrum-efficient” is essential because a fixed amount of spectrum (56 MHz in Band III, 392 MHz in Band IV/V) should accommodate the largest number of requirements possible, ideally all the requirements submitted by administrations.

“Time-efficient” is essential because it will undoubtedly be necessary to carry out many synthesis runs during the limited time of the RRC-06 (5 weeks).

With a large number of requirements and channels the number of plans that could be synthesized is virtually innumerable, so these two goals are contradictory: in a short amount of time only a few of the innumerable possibilities could be examined; given enough time, the likelihood of finding an “optimal” plan will increase. Thus, a compromise must be sought: some sort of “clever” method (“algorithm”) must be found to allow a “near optimal” plan to be found in relatively short times.

Another practical constraint will be the probable excessive number of requirements relative to the spectrum available. This will mean that it will probably not be possible, at the beginning, to synthesise a plan which would satisfy all requirements
. 

3
Theoretical background
NOTE – If you are not theoretically oriented, this section may be skipped; section 4 will give a more “intuitive” feeling for what is happening during the synthesis process.

The difficulty of “solving” general frequency assignment “problems”, that is of finding one of the “plans” which assigns a channel to all (or the largest possible number of) requirements, is related to the enormous number of assignment combinations possible. This number can be roughly estimated to be CR, where “C” is the number of channels and “R” is the number of requirements: in Band IV/V, with 49 channels and 60 000 requirements, say, this amounts to about 10100 000 combinations. Examining all of theses combinations would require an inordinate amount of computer time.

A great deal of work has been done over many years investigating methods to synthesise frequency plans in an efficient (i.e. fast) way. Often this has been done in a very theoretical manner by treating a “channel assignment as a function that assigns an available channel to each member of a given set of transmitters”
. Although much progress has been made studying a related mathematical subject, graph theory
, usually the theoretical methods developed have few practical applications because they are either too intricate
, and therefore “slow” (even using super computers), or else are only applicable to specific, ideal situations. 
Realizing this limitation on “exact” solutions, much thought has been given to the development of “fast” computer algorithms over the past decades
. “An algorithm is efficient (or fast, or runs in polynomial time) if it always terminates within a number of steps which is bounded above by some polynomial in the size of the output”
. 

Synthesis is generally not an “all at once” event, but starts with no requirements having been assigned a channel, and proceeds by assigning a channel to the “first” requirement, then to the “second” requirement, and so on to each requirement, sequentially, until the “last” requirement is treated. At the end of the synthesis, (ideally) all requirements will have been assigned a channel. The following diagram (see Chapter 5.3.2.2 of the RRC-04 Report) shows the philosophy.

Figure 1

General flowchart of sequential frequency-synthesis planning


[image: image2]
One very effective approach to efficient plan synthesis is the use of sequential algorithms and dynamic-sequential algorithms: 

•
in sequential algorithms, the order of the requirements treated in the synthesis process is defined in some “objective” manner at the beginning, and then held fixed throughout the synthesis

•
in dynamic-sequential algorithms, the order of the requirements treated in the synthesis process is defined in some “objective” way, continuously during the synthesis process.

Not only is it necessary to chose an order in which the requirements are treated, but an “objective rule” (algorithm) for selecting an appropriate channel is also necessary. Many such algorithms have been developed.

These types of algorithms have been described in technical detail in the article by Hale indicated in the footnotes. Many tests have been carried out which have shown the effectiveness of these algorithms. It is this approach, with extensions, which has been followed by the EBU when the synthesis programs were developed.

It should be noted that other non-sequential synthesis approaches have also been developed in the frequency planning world, for example those based on Monte-Carlo methods
. These methods are in some sense “open ended” in that the synthesis process is continued until some time decided by the planner. Some can take a very long time looking for the “optimal” solution, and as such were not considered to be “fast” enough for use during RRC-06. These methods, not being part of the RRC-06 synthesis software package, will not be discussed further here.

4
Frequency assignment algorithms – “intuitive” description
4.1
General

Frequency assignment is very simple, on the surface. All that must be done is to associate particular frequencies with particular requirements, making sure that no two requirements having the same frequency are incompatible with each other. The problems arise when there are only a limited number of distinct frequencies to work with. It is similar to the task of covering the smallest area with a set of randomly-shaped tiles, using all of the tiles (only it’s harder). This might be relatively easy if all the tiles had the same regular shape and could thus be fitted together with no gaps, but it requires many attempts and manipulations if the tiles’ shapes are sufficiently irregular (think of a jigsaw puzzle where half of the pieces have been replaced by pieces from other puzzles!). It helps if you can find a set of rules (an “algorithm”) which has some common-sense basis to help lead the way.

Nowadays, problems needing lots of calculations or manipulations are usually solved with high-speed, high-capacity computers. And the frequency assignment problem, with its many intricate sets of compatibilities and incompatibilities, is one of those problems!

As indicated above, much has been written about frequency assignment algorithms. Methods range from complete exhaustive searches, to highly theoretical graph-theoretic methods (applying efficient mathematical shortcuts to examine subsets of a complete search), and from Monte Carlo methods to intuitive methods. Even though these approaches (except the first) examine only a minuscule subset of the total possibilities, their application can often require large computation times.

Although the quest for rapid, efficient algorithms has been underway for many years (the new Holy Grail?), it seems that at least some frequency planners are not yet completely satisfied – because the quest still continues. The basic reason for this is the fact that many algorithms are “situation oriented”, i.e. they are “optimal” for solving certain types of problems, but not for others. Even a highly-developed algorithm (often with relatively long computer runtimes) may find a solution inferior, on occasion, to that found by a less highly-developed algorithm which, at the same time, is also often quicker. It is basically for this reason that a frequency-synthesis program has been developed which consists of a large number of relatively simple (and thus fast) algorithms which (hopefully) will yield a (near) optimal solution quickly.

4.2
Intuitive description of a sequential assignment process

4.2.1
It all adds up

When children learn basic addition at school, they learn it as a sequential binary process (not digital binary, but rather operational binary). That is, they learn to add the first two numbers of the set to be added (the addends), take the result and add it to the next addend, and so on until the final sum is reached. It would be much too complicated in general to add all the addends (if there are more than 2) simultaneously. (For some kids it’s even too difficult to do so with only two addends! ) Likewise, the assignment procedure used in the synthesis algorithms is a sequential approach, making one assignment at a time. Of course, just as the addition of many addends may be done more simply by adding selected pairs first (those summing to multiples of 10, for example), it may be propitious to associate (or not) particular requirements at the beginning, or thereafter, as appropriate. This requires a certain insight (or luck) to be able to know which are the simplifying associations.
4.2.2
Boxing stones

To give an analogy, which is really not that much different from the frequency assignment process, consider the task of filling a given box (or a set of boxes) with a large number of stones of different sizes and shapes. One method to do this would be to put random stones into random boxes and hope that no stones are left over at the end. (This approach could be carried out “all at once” and then could be called the “avalanche approach”!).

4.2.3
Ordering stones

Another “common sense” approach might be to first put the large boulders into the boxes and to fill the remaining interstices with the smaller stones and pebbles. Once again, it would not be possible to put all the stones into the boxes simultaneously in the correct space-saving manner. Usually this would require a certain amount of pre-reflection, or even post-manipulation, at each step. Thus, a sequential approach suggests itself here also. To do this in an orderly common-sense fashion, the stones could first be sorted according to size (largest to smallest) and then boxed in that order. This could be called the “Largest First” approach. Doing the ordering in the opposite direction could be called the “Smallest First” approach. Even here, there might be reasons to “jump ahead” sometimes and take a nice subset of pebbles which all fit together and put them, as a whole, into a hole into which they just fit, precisely. Otherwise, if the pebbles wait their normal sequential turn, they might be dispensed in a less space-saving fashion.

4.2.4
Ordering boxes

A strategy might also be developed for determining the order in which the boxes are to be filled. For example, it might be efficient to fill the first box as far as possible before starting the second box, then filling the second box as far as possible before starting the third, and so on, only returning to previous boxes when the sizes of the stones have reached a point where they may be put into the remaining (small) gaps. This could be called the “First Available” approach. Another strategy might be to fill the boxes in a (relatively) uniform way so that, at any given step, a stone is placed in the box (having sufficient space, of course) in which the least number of stones has already been attributed. This could be called the “Least Heavily Occupied” approach. Yet another strategy might be to load, preferentially, those boxes already having the largest number of stones, when possible. This could be called the “Most Heavily Occupied” approach. Still another more complicated, approach would be to determine at each step, as the assignment process progresses, how many of the remaining stones would fit individually into each box, assuming that none of the other remaining stones were to be taken into account. We could say that entry to a given box is 

“requested” by a certain number of stones. And then we could attribute stones to boxes according to a “Most Heavily Requested” or “Least Heavily Requested” principle. The reader may have noticed that although these two approaches are also simple, it requires a little bit of extra work after each assignment to re-evaluate the “occupancy” and “requestedness” of the boxes, i.e. there is a continual change which may or may not alter the future ordering of the boxes.

4.2.5
Chaos out of orders

The next simple extension would be to order the selection of the stones and also to order the selection of the boxes. In Sections 4.2.3 and 4.2.4 above, two possibilities for ordering stones and five possibilities for ordering boxes, respectively, were described. If we take all possible combinations of stone order and box order, we arrive at 2 × 5 = 10 possible “filling algorithms”.

Furthermore, we might order the stones not only on the basis of size but rather on the weight, or the colour or whatever of the stones, if it were thought that these properties were associated somehow with efficient packing. We then could take all possible combinations of stone and box orderings which could lead, some might say to chaos, but in any case to a large number of “filling algorithms”, depending only on our inventiveness. Fortunately this “chaos” can be mastered by a computer which is especially suited for such intricacies.

It is possible to evaluate the results of resolving this “chaos”. If the “filling” algorithms are efficient (or at least one of them is) there should be no stone which has not found an appropriate box (assuming of course that such a solution exists at all). Those algorithms which accommodate a larger number of stones are “better” than those which only accommodate fewer.

If there is no single algorithm which is “best” all the time, it is obvious that using more than one is preferable. An algorithm which is never good can be disregarded. To determine the “quality” of the algorithms it is necessary to carry out many tests on many configurations. Of course, if a configuration is very complicated, the optimum result may not be known (if it were, then the algorithms wouldn’t be needed! ) and so the extent to which an algorithm is “perfect” cannot always be precisely judged.

4.3
Outline of the general approach

To get back to frequency assignment for a moment, we can make the above analogy more meaningful if we associate “largeness of stone” with “incompatibility of requirement”. Here we mean the global incompatibility of the requirement, i.e. the total number of incompatibilities that it has with all the other requirements. After all, it is this incompatibility which prevents the relevant requirements from sharing a given frequency. This association also indicates why frequency assignment is so much more complicated when compared with putting stones into boxes. “Largeness” in frequency assignment is related to the existence of the other requirements, and the “boxes” can become smaller with time. For example two “large” requirements may be able to fit into the same box (i.e. have the same frequency), whereas one “small” one may not, because of previous frequency assignments.

To give a pictorial representation of the global incompatibility situation, use is often made of a graph consisting of vertices (the requirements ) and lines (called edges) connecting some of those vertices. Two vertices are connected by edges if the corresponding requirements are incompatible. See Fig. 2 where, for example, requirements “A” and “B” are incompatible (there is an edge between “A” and “B”) whereas requirements “A” and “H” are compatible (no edge between “A” and “H”).
FIGURE 2

Incompatibility graph for 9 requirements

[image: image3]
It should be clear visually from Fig. 2 that requirements “A”, “D” and “E” cannot share the same frequency; indeed three distinct frequencies would be necessary just for these three requirements. A further inspection shows that three frequencies , and would be necessary to make a complete assignment as shown in Table 1.
TABLE 1

Frequency assignment table for Fig. 2

	Requirement
	A
	B
	C
	D
	E
	F
	G
	H
	I

	Frequency
	(
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	(
	β
	(
	β
	(
	(


Of course, many other 3-frequency distributions can also be found with a few seconds of thought. A more complex diagram with over 10 000, or even 60 000 vertices (i.e. requirements) would take a little longer!

This graphical type of representation in Figure 2 is not suitable for computer manipulations, but can be made so by using an equivalent matrix representation as shown in Table 2. In this case, incompatibilities between two requirements, X and Y, are indicated by an entry “1” at the intersection of the Xth row and the Yth column, and at the intersection of the Xth column and Yth row (for the purposes of ease, symmetry around the main diagonal is introduced). Similarly, compatibility is indicated by a “0” entry. A computer can easily be told how to manipulate sets of “0s” and “1s” such as these.

Table 2

Matrix representation of the incompatibility graph shown in Fig. 2

	
	A
	B
	C
	D
	E
	F
	G
	H
	I
	SUM

	A
	0
	1
	0
	1
	1
	0
	0
	0
	0
	3

	B
	1
	0
	1
	0
	1
	0
	0
	0
	1
	4

	C
	0
	1
	0
	1
	0
	0
	0
	0
	0
	2

	D
	1
	0
	1
	0
	1
	0
	0
	0
	0
	3

	E
	1
	1
	0
	1
	0
	0
	0
	0
	0
	3

	F
	0
	0
	0
	0
	0
	0
	1
	0
	0
	1

	G
	0
	0
	0
	0
	0
	1
	0
	0
	0
	1

	H
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	I
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1


By summing the 0s and 1s in a given row, one can find the total number of incompatibilities associated with the corresponding requirement. For example, row “A” sums to 3, row “B” sums to 4, etc. These values indicate the “largeness” of the global incompatibility of the requirement, and can be used to effect assignment ordering, e.g. “B”, “A”, “D”, “E”, “C”, “F”, “G”, “I”, “H” in descending order (“Largest First”), or “H”, “I”, “G”, “F”, “C”, “E”, “D”, “A”, “B” in ascending order (“Smallest First”). Experience has shown that a “Largest First” approach contributes far more often to good assignment results than does a “Smallest First”.

However there are also many other ways of ordering these requirements. For example, a “Largest First” and “Smallest Last” ordering would be equivalent if the counting is done as in Table 2. But a different type of “Smallest Last” can also be devised if, once the “smallest” requirement is determined and put at the end of the list, its contributions to the interference weight of the remaining requirements are deleted, and a new ordering of these requirements is determined on this basis. Then the new “smallest” is placed at the next-to-last position on the ordering list, and so on. This is called “Dynamic Smallest Last” ordering. Although, at first sight, this may seem a trivial modification, in fact it can lead to a substantial re-ordering which often contribute to “very good” assignment results. Similarly a “Dynamic Largest First” ordering can also be envisaged. 

In the same way, other requirement orderings can be devised, based on other considerations, such as including incompatibilities (due to prior assignments) with available channels, when performing the ordering evaluation.

The methods of ordering the frequencies (called “boxes” in Section 4.2) also can be extended in similar ways. For example, not only could one use “First Available”, “Least Heavily Occupied”, “Most Heavily Occupied”, “Least Heavily Requested” or “Most Heavily Requested”, we can also use combinations such as “Least Heavily Occupied” and “Least Heavily Requested” etc.

It is this “rational” methodology which allows us to use the word “objective” in Section 3 above when discussing the use of sequential algorithms.

4.4
Limits of the algorithms

The algorithms developed so far are based in part on algorithms described in the literature, and in part on supplementary algorithms, the details of which have not been published. They are all “fast”, but are limited to 32 000 requirements for Band III and to 150 000 for Band IV/V. Based on the number of requirements received by the BR, this should cover the needs of RRC-06, and also in terms of running times and computer capacity. 

All of these are sequential algorithms which determine an assignment order at the very start of the synthesis, although the channel selection criteria are modified as synthesis progresses. Because what is done at the beginning of a synthesis process can influence what happens at the end the algorithms achieve only “near optimum” results. By using a large number of these algorithms and taking the “best” solution found, it is felt that the results will easily meet the purposes of RRC-06.
5
The synthesis process
5.1
General

This Section will give a brief idea of the workings of the synthesis process. (The words “channel” and “frequency” will be used interchangeably in the following.)

For the reasons discussed in Section 2.2.1, two synthesis programs have been developed, one for Band III and one for Band IV/V.

Each synthesis process starts with two relevant “input” files. One of these data files contains information about the mutual incompatibilities between the digital requirements to be assigned channels. The other data file contains information about the channels. This information will have been calculated during the “analysis” phase of the planning process; in addition, when required, administrative agreements will have been taken into account. In order to ensure “anonymity” in the sequential synthesis process
, the order of the data in the two input files will have been “randomized”, and given associated coded “running numbers” for later identification purposes (i.e. after the end of the synthesis process).

The synthesis programs will use this input to generate “orderings” to establish the sequence of treatment of the requirements. The basic idea behind these “orderings” has been discussed briefly in Section 4 above. Because there are many algorithms to determine in which order the requirements will be treated and also many algorithms to select an appropriate channel for any given requirement, the synthesis program takes various combinations of “requirement ordering” and “channel selection” to produce various “plans”. Some of these “plans” will have more satisfied requirements than others. At the beginning at least (when there are probably “too many” requirements for the available spectrum and too few administrative agreements), it is not expected, that a complete plan will be generated. The “best” plan of the multitude generated will be the one with the most requirements satisfied.

Each synthesis process ends by producing a relatively simple “results file”. This “results file” contains the “best plan”: for each channel is listed the “running numbers” of the requirements assigned the respective channel.

The “results file” will then be further processed in order to “decode” the running numbers so that a proper identification with the requirement’s administrative IDs can be made, to produce data files for the use of ITU, the administrations, display software, etc, in the continuing planning process.

5.2
Specifics

5.2.1
The Band III program RRCsynthIII

The Band III program, “RRCsynthIII”, consists of 162 individual “fast” algorithms.

RRCsynthIII has been coded in FORTRAN and can treat up to 32 000 requirements at a time, making assignments to 67 overlapping channels. For large sets of requirements, in order to get all required data into “fast” computer memory, an available RAM of 2 GBytes is needed on the computer; otherwise the running time increases by 10- to 100‑fold.

5.2.2
The Band IV/V program RRCsynthIVV

The Band IV/V program, “RRCsynthIVV”, consists of 230 individual “fast” algorithms.

RRCsynthIVV has been coded in FORTRAN, and can treat up to 150 000 requirements at a time, making assignments using 49 channels. For large sets of requirements, in order to get all required data into “fast” computer memory, an available RAM of 2 GBytes is needed on the computer; otherwise the running time increases by 10- to 100‑fold.

Because of the large number of expected requirements for Band IV/V, a “post synthesis” treatment of the “best plan” has been developed: RRCsynthIVV_post. It is a “grouped sequential algorithm”
 based on the same synthesis principles described above. However it is an iterative procedure which is more time consuming. Nevertheless, it can improve the results of the “best plan” in a manageable amount of time.

6
Conclusions
The synthesis software has been tested before being sent to the BR. The BR implemented the software and ran further limited tests. Through this process several “bugs” were found and corrected. In addition, several modifications to the software as proposed by the BR were introduced.

The synthesis software was initially tested using up to 20 000 artificial requirements for Band III and up to 100 000 artificial requirements for Band IV/V with reasonable running times, and “plans” which were considered reasonable. “Artificial” requirements can really only give an initial indication of the effectiveness of the software; “proper” testing must be based on real requirements, reflecting the expected planning situation.

PXT is in the process of further testing of the synthesis software, independently, and based on more “realistic” requirement data; a report of the results will eventually be issued by PXT as a separate document.

Annex 
(to Attachment 2)

Other algorithms
It should be noted that the algorithms described in the main text are relatively simple, and determine the (fixed) requirement ordering at the beginning. And although they are very fast, they may provide solutions that are not “optimal”.

Other, more “sophisticated” algorithms could also be conceived. A brief description of some of these is given below.

A.1
“Dynamic” algorithms

“Dynamic” algorithms may be developed which re-evaluate the sequential ordering after each assignment. For example, each time a frequency is allocated to a requirement the number of requirements associated with a given frequency will be increased, the number of available channels for the remaining, as yet un-assigned, requirements may be reduced, the number of ICs may change, etc.

A.2
Forward algorithms

“Forward” algorithms search “ahead”, attempting to base the next assignment on its (estimated) impact on the potential future assignments.

A.3
“Grouped” algorithms

“Grouped” algorithms attempt to make assignments to small groups of requirements “simultaneously”. They use the same sequential methods as the simplest algorithms but have somewhat longer running times. The results, nevertheless, are significantly improved. These algorithms can use as a starting point the results obtained by the fastest algorithms, which can reduce the increase in running times. 

A.4
Comparison of the different algorithms

The following curves depict a relative comparison of the average “efficiency” of the algorithms. It appears that taking into account the number of input requirements, for RRC-06 more “sophisticated” algorithm may be required, assuming the required increased computer running times will be acceptable.

It should be noted that the indicated curves give only a feeling for the average relative “efficiency” of the algorithms. The fluctuations in results for a given set (which depends on and varies with the input requirements) around these curves are so large that the results found with the simpler algorithms may, on occasion, be more optimal than provided by the more “sophisticated” algorithms. As a consequence, all sets of algorithms developed could be run in parallel (distributed processing) and the result satisfying the largest number of requirements, for example, could be selected.
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�	This description has been prepared by P. Hai, leader of the Planning Exercise Team.


�	This description was prepared by Mr T. O'Leary, EBU Technical Department, member of the Planning Exercise Team.


�	At WI ’95 and at MA ’02 many runs of the synthesis program and many bilateral agreements were required before a final plan was completed.


�	“New Spectrum Management Tools”, William K. Hale, IEEE Electromagnetic Compatibility Symposium, August 1981. 


�	See, for example, “Computational complexity of some interference graph calculations”, IEEE Transactions on Vehicular Technology, Vol. 1, N.2, May 1990.


�	Channel assignment problems are equivalent to graph colouring problems, and it has been shown that these are “non-polynomial” hard, which means that the time needed to find and exact solution increases exponentially with the number of requirements to be satisfied.


�	“New Spectrum Management Tools”, William K. Hale, IEEE Electromagnetic Compatibility Symposium, August 1981.


�	Ibid.


�	See, for example, “Computerized VHF-FM frequency assignments using a Monte-Carlo method”, T. Cesky, EBU Technical Review No. 231, October 1988.


�	This “randomizing” ensures that some administrations or requirements are not given “preference” over others, in terms of order of treatment, by virtue of their position in the original input data files.


�	See the Annex for a very brief indication of other types of algorithm.
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