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Summary
The technology needed for a first-generation three-dimensional television (3DTV) two-channel stereoscopic system already exists, although so far there have been no announced plans for the general introduction of regular free-to-air broadcasting services. A number of broadcasting organizations nevertheless continue to carry out experiments in stereoscopic 3DTV production, while pay-television operator BSkyB has announced its intention to introduce a stereoscopic 3DTV channel in the United Kingdom during 2010. Several consumer electronics manufacturers have also announced their intention to introduce stereoscopic television receivers during 2010.
An essential aim of this Report is to present a framework for a study of the various aspects of digital three‑dimensional (3D) TV broadcasting systems[footnoteRef:1] as outlined in Question ITU‑R 128/6. It is intended to identify the issues that need to be addressed, and to encourage further contributions to WP 6C.  [1: 	Digital (3DTV) broadcasting is a television system that is designed to convey by broadcast transmission a more natural impression of depth to the scene that is being portrayed, by rendering spatially different views to each eye. 
	In its simplest form, the viewer is presented with a fixed or “static” stereoscopic view of the scene, while a more complex form of 3DTV enables the viewer to change the perspective of what is seen in discrete steps, by means of head movement. In its ultimate form, “holographic” three dimensional presentation would enable the viewer to change perspective through head movement in a continuous way that is comparable to natural sight in real life.] 

1	Motivations for the introduction of 3DTV broadcasting
Interest in the possibility of 3DTV in the home may be due in part to a new wave of 3D movies reaching the cinema. In spite of the need to wear glasses, 3D movies have proved to be popular, attracting large audiences who are prepared to pay a premium for the 3D experience. 
This in turn is creating expectations of the possibly imminent arrival of 3D movies in the home through packaged media[footnoteRef:2], such as DVD and Blu-ray. Movies are an important part of television broadcasting, and so it is natural to consider whether 3D movies might in due course be made available through broadcast means. [2: 	Currently available Blu-ray and DVD packaged media use a rudimentary form of stereoscopic television, referred to later as a Level 1 system. The expectations are that a more sophisticated system will soon be available.] 

On the other hand, while the need to wear glasses has not been an impediment to the success of 3D‑cinema, questions are raised about the suitability of glasses in the home environment. The current state of development of autostereoscopic displays for glasses-free viewing leaves much to be desired, although it is hoped that ongoing research will eventually lead to improved or even new forms of glasses-free display.
So today’s motivation to explore the possibility of the introduction of 3DTV broadcasting may be seen partly as exploitation of the natural evolution of the phased delivery chain used for movies where feature films are first screened in the theatre, then go to the home in packaged media, and finally are made available on broadcast television. In addition, a pay television operator may also have an interest in offering premium content in 3D, whether movies or live events.
Lastly, although 3DTV might not currently be seen a “future alternative” or development of HDTV, it is certainly possible that it could at least have a complementary role to other forms of 3D experience that are likely to become available in the home in the not too distant future.
2	Background to possible 3DTV systems
The fundamental means by which a 3DTV broadcast system today is capable of enhancing users’ visual experience of three-dimensionality, compared to the broadcast of high-definition television (HDTV) images, is by delivering stereoscopic image information to viewers in the home. 3DTV broadcasts must provide the signals necessary for generating images with different views of a scene to the two eyes of a viewer. By means of binocular fusion of the stereoscopic images, the 3DTV viewer can obtain an enhanced sensation of depth and an improved sensation of “presence” and “reality”.
It is envisioned that the technology of 3DTV systems, as with all media systems, will develop and advance from one generation to the next, over a period of possibly many years. It may be anticipated that future generations will be likely to increase the amount of visual information provided, reduce the restrictive need for eyewear, and increase the freedom of movement allowed without negatively affecting the quality of the stereoscopic depth. 
Thus, one method of classifying the various 3DTV systems is as follows: 
Eyewear-based systems:
Those systems that are based on or targeted for “plano-stereoscopic” displays, whereby left and right eye images are presented independently to the two eyes using various methods that require eyewear to isolate the two views of a given scene.
Multiview autostereoscopic systems:
Such systems that are targeted for “plano-stereoscopic” (or non volumetric) displays whereby left and right eye images are presented independently to the two eyes, using various methods that allow two views of a given scene to be isolated without the need for eyewear. In addition, this generation of systems provides multiple views of a scene such that viewers can freely change their viewing angle and have access to visual scene behind objects.
Integral imaging or holographic system:
Those systems that are based on object-wave recording (holography) or integral imaging and are targeted at the simulation of a light field generated by an actual scene. Thus, freedom of viewing position without the hindrance of eyewear is provided. In addition, the light field provides the visual information (focus cues) for adjusting the ocular lens so as to focus correctly at the same distance as the convergence distance. This provides more natural viewing than the systems of the previous generations that requires maintenance of focus at the display screen irrespective of convergence distance.
3	A hierarchical structure
Current proposals for 3DTV signal formats can be seen as forming a hierarchical structure, which correspond to different constraints and requirements. This is given in diagrammatic form Fig. 1 below. This hierarchy might be used in future for any draft Recommendation for 3DTV by the ITU‑R found to be required. 
Figure 1
Matrix of signal formats for 3DTV


The principle of the hierarchy is that each box in the matrix in the diagram defines a type of signal, and this would correspond to the needs of a generic type of receiver. This is somewhat similar to the concept used for ISO/IEC JTC1 MPEG standards, though there are differences. Upper levels are intended to be “backward compatible” with lower levels, with one exception which is explained later.
Though different 3DTV display technologies today have different advantages and disadvantages, the hierarchy is essentially independent of the type of display used. Research and development, and market forces should allow 3DTV displays and technology to evolve and improve, while preserving the public interest for interoperability.
The hierarchy needs to cope with a range of circumstances, from where existing receiving equipment must be used intact (though glasses are used), to where some new elements (displays) are acceptable, to where both new receivers and displays are acceptable.
The quality of the 3DTV will be influenced by the quality of the individual left-eye and right-eye signals, and because of this, 3DTV may be most effective for the higher quality environment rather than the SD-TV environment.
Broadcasters may choose to use available 3DTV technology, and find the limitations acceptable, bearing in mind the gains, or they may prefer to wait for future technology which will have fewer limitations. It seems desirable that ITU‑R should provide guidance for both.
3.1	Technology generations
In Fig. 1, the x-axis relates to the system “generation”. We may expect basic 3DTV technology to evolve in the decades ahead. The pattern of evolution is that we move from viewing a single stereo view with glasses, then to viewing with greater freedom for head movement, finally to viewing as we do normally (“natural vision”).
Broadcasters may decide to begin broadcasting with earlier technology generations (with its limitations), or to wait for future generations.
First-generation technology is based on the capture and delivery of two views, one for the left eye, and one for the right eye. There is a single “binocular disparity” or binocular parallax. There are limitations with such systems, compared to “natural vision”. With careful production, delivery, and display, effective results can be achieved. Usually, special glasses are used for viewing, though viewing without glasses (auto-stereoscopic) viewing is also possible. 
Second generation technology is based on capture and delivery of multiple views. This allows multiple binocular disparities which makes the viewing experience closer to “natural vision”. Normally viewing will be done without glasses on auto-stereoscopic displays. 
Third generation technology is based on the capture and delivery of the “object wave”, as is done in a simple way today with holography. The development of such systems is many years away at the moment.
We cannot predict with certainty whether, when, or if, the higher generations will be developed. But, we may note that often generation steps occur about every ten years or so, and that there can be a long lead time from idea to commercial exploitation.
3.2	Compatibility levels 
The levels, or y-axis, in Fig. 1 relates to compatibility levels.
Level 1 relates to signals which provide for a system which does not require any new equipment by the viewer with the exception of glasses. This level is said to be HD Conventional Display Compatible (CDC).
Level 2 relates to signals which provide for systems that require a new display but not a new set top box. This level is said to be Conventional HD Frame Compatible (CFC). The 3DTV signal appears as a single HD signal to the set top box, which passes it through to the (new) display, where it is decoded and displayed as left and right pictures. If a 2D service of the same channel or programme is needed, it can in principle be provided as a conventional HD signal simulcast, provided there is sufficient spectrum. The left-eye and right-eye signals do not have the same “spectral occupancy” as conventional HD signals – some has to be sacrificed.
Levels 3 and 4 relate to systems which require a new set top box and a new display, but which offer a normal HD spectral occupancy left-eye and right-eye 3D service. Level 3 is said to be Frame-Compatible Compatible (FCC), because it is an extension of Level 2. Level 4 is said to be Conventional HD Service Compatible (CSC) because an existing 2D set top box will find, in the incoming multiplex, a conventional 2D HD signal which it can pass to a conventional display as a 2D picture. 
3.3	Matrix points
Level 1/first-generation profile
The generic receiver here, for which the signal is intended, is a conventional HDTV receiver. The signals transmitted are based on a wavelength division multiplex and matrixing of the left-eye and right-eye signals, and a choice of complementary primary colour separation. For example, the “ColorCode” system has been broadcast in Europe and North America using Red/Green in one eye, and Blue for the other eye. Other sets trialled have been Red vs. Green/Blue, or Green vs. Red/Blue. The exact matrixing and choice of complementary colours can be left to market developments because a conventional receiver and 3-primary display is used, though in the light of experience ITU‑R may be able to report on options. 
Level 2/first-generation profile
The generic set top box here for which the signal is intended is a conventional HDTV set top box. But the 3D display needed is new and must have the capability to interpret an HD frame as left-eye and right-eye pictures. There are alternative ways to arrange the left-eye and right-eye signals to appear to the STB to be a single frame. The three principal methods (which involve sub-sampling) are the Side by Side (SbS), the Over and Under method (OaU), and the interleaved sample (IS), checkerboard or Quincunx method (of which there are variants). It is understood that BSkyB in the UK will probably use the SbS method (2x1080i/960) subject to discussions on licence issues. It would be very valuable to the public to identify a single CFC method for broadcasting. At minimum a common method of signalling the format is needed. 
This matrix point may be of particular value to broadcasters who manage a large existing population of set top boxes which must not be disenfranchised by the 3DTV broadcasts, and for whom additional delivery channels are available which can be used for 3DTV.
Simultaneous delivery of a 2D version of the same programme, if needed, requires a simulcast of a conventional HDTV signal.
For this and other Levels, the issue of “creative compatibility” of a 3DTV signal and a 2D TV version needs to be considered.
Level 3/first-generation profile
The generic set top box (or IRD) for which the signal is intended here is a new set top box which is able to decode a Level 2, Frame Compatible image, and also decode a resolution enhancement layer, using for example, MPEG SVC (Scalable Video Coding), yielding normal spectral occupancy L and R HD images for output to the display. This approach allows existing Level 2 transmissions to be compatibly improved to normal HD spectral occupancy, with the improvement becoming available by replacing the population of conventional set top boxes with the new set top boxes. Note that unless all set top boxes are replaced, it could still be necessary to simulcast a 2D version of the programme for the 2D audience. Set top boxes (or IRDs) for this level would decode Levels 1 and 2 also.
Level 4/first-generation profile
The generic set top box here is also a new set top box (or IRD) which is able to decode an MPEG MVC signal conforming to the ISO/IEC JTC1 MPEG specification. The signal is arranged so that a conventional set top sees a single 2D HD signal which can be passed to a conventional display as a 2D service. New set top boxes (or integrated receiver/displays) recognize the additional information in order to decode a second view and provide two output signals L and R, to the display. Set top boxes for Level 4/first-generation profile include capability for Level 2 decoding (but, depending on market conditions, not complete Level 3 decoding including extension). 
This matrix point may be particularly valuable to operators of terrestrial broadcasting services, where channels are scarce, and where it is necessary to provide both a 3D and 2D service from the same channel.
Level 4/second-generation profile 
The generic receiver here for which the signal is intended is also a new set top box which is able to decode the 2D HD plus depth format as specified by the IEC/ISO JTC1 MPEG specification. The display is normally a multiview auto- stereoscopic display. Such set top boxes would also decode Levels 1, 2, and 4 of the first-generation profile.
Other matrix points are left empty for the time being.
4	First-generation 3DTV
It is not currently envisaged that a complete transition from 2D to 3DTV broadcasting will take place in the foreseeable future. 
Rather, there is a need to first properly assess the viability of first-generation 3DTV broadcasting. This might perhaps take the form of various 3DTV programme content being made available to the public in a limited ac hoc manner, perhaps just a few hours per week. This could align with other research that is required, such as on the possible effects of eye strain and to assess whether there is acceptance of prolonged stereoscopic viewing. This may be considered as a test phase.
The business models are not the same for pay television and for free-to-air broadcasters, and so the acceptable solutions for first-generation 3DTV broadcasting are anticipated to be different, as explained in § 3 above. 
Two variants of first-generation systems may therefore be required for use in different situations: where a service is to be delivered only to viewers with 3D displays; secondly, where the primary audience continues to be viewers receiving an existing 2D service, and it is wished to make use of the same transmission channel to deliver at least some programmes in 3D.
Two techniques are available to satisfy the above conditions:
1	A “frame-based” approach: package the left and right images into an existing HDTV frame. 
	There are several possible permutations of placement of the left-eye and right-eye images within the frame:
–	side-by-side;
–	over/under;
–	line/column interleaved;
–	checkerboard/quincunx.
	There is also the potential to add layering techniques to restore the resolution that would otherwise be lost by the placement of two images within a single frame.
	A frame-based service would not be directly viewable by existing 2D viewers.
	For a multichannel pay television operator, the priority is likely to be to exploit the existing infrastructure in order to deliver 3DTV content to a group of subscribers. Indeed, such an operator could be in a position to do so without impact on services already being delivered to viewers. In this situation, a frame-based solution may be attractive.
	A free-to-air operator with access to only limited transmission capacity might require to continue to use existing transmission channels to reach the general 2D audience. In this situation, a frame-based approach would not be suitable.
2	A 2D compatible method
	This approach requires that additional information be conveyed in order to reconstruct the second image for suitably equipped 3D receivers. 
	There are several possibilities for making available the additional information needed to reconstruct the second image:
–	simulcast;
–	2D + “delta” (data coded to represent the difference information between left-eye and right-eye images);
–	2D + DOT (data to represent depth, occlusion and transparency information).
	A “2D + depth” coding scheme could allow multiple views to be generated for presentation on autosteroscopic displays.
	The 2D compatible approach allows existing viewers to continue to watch a 2D service. Those viewers wishing to receive 3DTV transmissions would need specially equipped receivers.
5	Future generations of 3DTV
Advanced forms of autostereoscopic display in conjunction with multiple camera systems are under study with the intention of allowing viewers to set their preferred viewpoint and to change it continuously in a range determined by the number of cameras and their allocation, for example so‑called “free viewpoint television”, see Annex 4. This approach can retain backwards compatibility with the displays used for first-generation 3DTV.
There are also studies on possible new forms of “object wave recording” that could allow three‑dimensional television images to be presented in a way that represents viewing the physical light in a virtual a space, perhaps using an advanced “integral” method or a holographic system. Such schemes are in the research phase. These studies are to be encouraged, as they promise to lead to the eventual realization of the ultimate goal of presenting images to viewers that are virtually indistinguishable from natural real-world surroundings. To achieve this, new types of advanced volumetric display will be required. It is currently uncertain when this technology might become available: it is likely to be many years in the future. 
6	Expected bandwidth requirements for a first-generation system
In the case of a first-generation “2D compatible” system of broadcasting, some additional bit rate will certainly be required. In the extreme, 100% extra would be required for a second simulcast video channel. In practice this would be likely to be somewhat lower using a supplementary data stream for reconstruction of the second video image. 
In the case of a “frame compatible” system, if it is accepted that the L and R images contain less spatial resolution than for a 2D system, then in principle no extra bit rate is required compared to the transmission of a normal 2D service. In practice, it is understood that operators plan to use broadcast bit-rates which are at the high end of current practice. It may nevertheless be argued that because this approach does not provide a 2D-compatible service, a completely new transmission channel is required, i.e. 100% extra capacity. However, in the circumstances of a multichannel operator this might not necessarily be a constraint.
It is currently unclear what the quality differences would be between these approaches, and there will inevitably be a trade-off between bit-rate and quality. Independent testing would be desirable.
The human visual perception can be exploited to reduce bandwidth requirements. For example:
–	filtering (blurring) in one eye (switching on scene cuts);
–	asymmetrical coding.
The 2D + depth approach offers the prospect of considerable bit-rate saving. However, a cost-effective method for depth map creation is not easy to obtain and is still an active area of research.
In the case of more advanced multiview schemes, multiview coding requires multiple synchronized video signals to show the same scene from different viewpoints. This leads to large amounts of data, but typically a larger amount of inter-view statistical dependencies than for stereo.
Last, but not least, independent testing using a standardized testing methodology is needed in order to accurately quantify how much extra bit rate would be needed, using a range of representative 3DTV source material.
7	The 3DTV broadcasting chain
The end-to-end broadcasting chain from image source, programme production, delivery and display may be illustrated as follows:
Figure 2
The broadcasting chain (indicative)


The implications for the following individual elements of the broadcasting chain should be considered:
7.1	Image source methods
There are three main approaches to sourcing 3D programme material in use today. These are: stereo camera, CGI, and conversion from 2D video.
Most 3D video captured presently use stereo camera rigs. Some test footage has been captured using stereo cameras coupled with a rangefinder. Rangefinders are usually laser or infrared-based and attempt to provide depth maps for a given scene. The depth maps are prone to numerous errors due to a number of issues, such as poor accuracy, speculars, translucent objects, transparent objects and reflections. Another capture method that has had some testing is multi-camera rigs. These have a large number of cameras that provide a number of views. This method works well for capturing several views. However, the complicated rigs plus the large amounts of data currently prohibit widespread use of multi-camera rigs.
Computer generated content is typically considered the easiest method of stereo generation. The rendering system can either render one or more related views depending on the application. In addition, the Z buffer, which represents the distance to the screen of various objects, can be exported as a depth map. In either case, computer generated data can be used for stereoscopic production or for multiview production.
Finally, 3D video can be created by taking conventional 2D video and adding depth information. The normal process is to deconstruct the 2D image into a series of objects (also known as segmentation), assigning relative depth to each object, then filling in occluded areas. Human visual perception can also be exploited in the processes for converting from 2D to 3D. The creation of a depth map from a 2D allows for the creation of multiple views, through a rendering process that incorporates techniques of covering disoccluded regions.
7.2	Characteristics of signals in the studio
Without coding or compression, the baseband required for a two-channel 3DTV system, with HD resolution for each eye, is twice that required for a HDTV system. However, the actual requirements will depend on the format of the signals of the 3DTV system. 
How much information is involved?
Can signals be handled by existing equipment and interfaces?
Would new interfaces be required?
The answers to the above questions can be expected to vary according to the form of the 3DTV system.
Some form of metadata for first-generation systems are required to ensure that the left-eye and right-eye views are correctly identified. This may be based on either explicit or implicit information. For example, in the side-by-side format, whether the image on the left consists of the left-eye or right-eye view, and the sampling structure used, has to be known. Synchronization of the left-eye and right-eye views is also needed to ensure that there are no errors in timing, such as with the above-below format. Some of these signals might be able to be handled by existing equipment and interfaces but others might not.
Also, control signals are required for active eyewear that has to synchronize its operation with the view that is being displayed on the screen.
7.3	Programme production
Equipment is required that must handle recording, editing, effects, and postproduction.
The effect of the introduction on first-generation 3DTV on existing Recommendations that apply in the studio production environment will need to be considered.
Suitable provision will need to be made for monitoring the quality of the 3DTV at the point of origination and at appropriate points in the production chain. 
Further study is required.
7.4	Emission
3DTV signals may need to be encoded in ways that are appropriate to their transmission within the existing 6/7/8 MHz terrestrial transmission channels, and also by existing broadcast satellite services.
Different techniques are likely to be required that are appropriate to each of these situations, and according to the requirements of the broadcaster as indicated in §§ 4 and 5.
7.5	Display
There are known to be three fundamental approaches:
–	viewer wears glasses;
–	without glasses (auto-stereoscopic);
–	headmounted display.
With a headmounted display, the left and right eyes are presented with the left-eye and right-eye images of a stereo pair. This may be appropriate for video games, but is unlikely to be appropriate for viewing of broadcast television. It is an individual viewing experience and is not suitable for collective (e.g. family) viewing of broadcast television. 
Within these broad categories, various approaches may be possible. In many cases, 3DTV presentation relies on some form of eyewear or headgear that the viewer must wear in order to discriminate between left-eye and right-eye images:
–	Anaglyph: a stereoscopic effect can be obtained by displaying images in which the presentation screen simultaneously displays two differently-filtered coloured images, (typically red for the right-eye image and cyan for the left-eye image). These are viewed through correspondingly-coloured glasses. One difficulty with this solution is that the viewer may feel compelled to remove the coloured glasses when looking away from the presentation screen. In addition, the programme presentation will necessarily provide an inferior colour rendition.
–	Polarized glasses: this solution makes use of cross-polarizations for the right-eye and the left-eye images of a stereo pair; the images are watched through correspondingly cross‑polarized glasses. One solution to display such cross-polarized image uses a “tiled” display of alternating tiles for the first and second image of a stereo pair. The tiled display is covered by an identically tiled polarized mask, with alternating tiles being cross‑polarized. When viewed through cross-polarized glasses, separate views will be presented to the left and right eyes of the viewer. One problem with this solution is that the presentation of stereo images at HDTV resolution requires a more expensive display providing at least twice the horizontal resolution of HDTV.
–	Shuttered glasses: the two images of a stereo pair are time-interleaved on the screen, and viewed through special glasses in which the left and right eye lenses are shuttered in turn, following the switching cycle of the left and right images on the screen.
While it seems inevitable that, at least to begin with (and possibly for many years) 3DTV viewing would require that viewers to wear glasses, first-generation 3DTV broadcasts could nevertheless continue to be viewed on more advanced improved forms of autostereoscopic display as the technology progresses. 
8	Production grammar
Poor quality stereoscopic television could “poison the water” for everyone. There is a risk that 3DTV becomes associated with eye strain if stereoscopic content is poorly realized – whether due to inappropriate production grammar or due to inadequate technology for delivery. This has happened before in the cinema in the 30s, 50s, and 80s.
The production grammar of 3D often differs to 2D productions. Special care has to be taken in order to achieve a good 3D viewing experience. This can lead to some compromises for the 2D viewer. In some cases, a production might be optimized for 3D, with no intention that the 3DTV version be used for conventional standard- or high-definition television presentation.
It is understood that various recent trial 3DTV productions have provided useful learning experiences, and it is expected that further knowledge will be gained through ongoing trial productions. Live 3DTV production presents particular challenges.
Factors that affect 3D viewing comfort include inter-pupillary distance, intra-scene disparity range, and the speed of depth change of objects in the scene. In addition, rapid cuts between shots of differing depths and changing depths with zoom or pans are known to cause viewer discomfort. Some of these techniques are widely used in 2D production but might cause discomfort when viewed in 3D. Due to these factors, 3D production techniques tend to create 2D video that might be considered as boring. This is the reason 3D productions to date have been different from the 2D productions of the same event or release. It is widely known that current 3D movie releases are editorially different the 2D releases.
9	Assessment methodology
Although a method for subjective assessment of image quality and depth quality is provided by Recommendation ITU‑R BT.1438 – Subjective assessment of stereoscopic television pictures, the type and visibility of artefacts peculiar to stereoscopic images have yet to be systematically identified and studied. Furthermore, the various methodologies and formats have to be taken into consideration.
The development of an appropriate assessment methodology, in conjunction with a common set of reference source material is of the utmost importance for evaluating 3DTV systems. It is understood that PSNR results might not be indicative of the effect of artefacts, and that new metrics will need to be considered. Major issues concern the identification of the factors that contribute to viewing discomfort and the development of proper metrics for measuring levels of discomfort. It is especially urgent to not only seek a metric for the measurement of viewing comfort, as this is a major concern for most users and providers alike, but also to seek a methodology for testing viewing comfort for both short-term and long-term viewing. 
Visual comfort, image quality and depth quality are major perceptual dimensions that both users and programme providers are interested in. However, the value of routine testing of other perceptual dimensions, such as “presence”, “sensation of reality” and “naturalness”, should also be investigated. It is likely that new metrics and methodology are required. Methodology is also required to compare the performance of various approaches to the transmission of 3DTV signals and effects of bandwidth reduction.
10	The viewing environment
The effect of the viewing environment is fundamental on the perception of depth and to the quality of the overall viewing experience. The following situations should be considered:
–	the studio environment;
–	the home environment.
In particular, in conjunction with viewing distance, picture size and subtended viewing angle play a role in the three-dimensional effect as perceived by the viewer. This might have implications on the way in which 3DTV should be produced and displayed.
11	User requirements
These are currently not fully understood. At its May 2009 meeting, WP 6C decided to carry out a survey on the aspirations of the ITU Membership on 3DTV broadcasting. The survey was carried out between July 2009 and October 2009. All those who responded considered that there is a need to discuss with standards bodies, such as the IEC, the provision of minimum requirements for 3DTV receivers which match a future 3DTV broadcast system. In addition all respondees considered it very important/essential for a 3DTV system to have the same format as packaged media (e.g. HDTV capacity discs).
12	Organizations with initiatives in 3DTV
A wide range of research, standardization, and trade associations are currently active in investigating aspects of 3DTV. A non-exhaustive list is attached in Annex 1.
13	Conclusions
Without an orderly approach to the standardization of 3DTV broadcasting systems, even for an initial test phase, various de facto standards will become established. There is a risk that subsequent implementation of 3DTV broadcasting could become more difficult. 
Furthermore, actions likely to be taken by the gaming and optical media (Blu-ray) industries could have a significant impact on the capabilities of widely deployed consumer equipment. 
It is also not known what the consequences might be of decisions on the future 3D-capabilities of interfaces to displays if these are taken in the absence of agreed requirements for 3DTV broadcasting systems.
It is anticipated that guidance will be desirable covering the following:
–	quality assessment methods for 3DTV systems;
–	reference 3DTV source materials for use in subjective tests;
–	requirements for the broadcasting chain;
–	requirements for production and production grammar;
–	requirements first-generation 3DTV systems.
In addition, an important issue for further study is an understanding of bit-rate requirements for first-generation 3DTV broadcasting systems, for both the frame-based and compatible 2D approaches.
Referring to the matrix of signal formats described in Fig. 1, the most critical matrix points that might need to be standardized are the first-generation Levels 2 and 4 points to the maximum extent possible, but certainly regarding signalling.
Another critical issue is to try to align the matrix with the formats used for packaged media.
Further contributions to WP 6C are invited on the above and related topics.

Annex 1

Organizations with current initiatives in 3DTV

1	ISO/IEC JTC1/SC29/WG11
	In July 2009 it was planned to finalize the specification of carriage of MVC over MPEG‑2 systems, as well as extensions to the file format specifications to accommodate multiview video.
	Work is also proposed to begin on a new 3D video (3DV) format that aims to support advanced stereoscopic display processing and auto-stereoscopic displays.
	It is also understood that amendment to ISO/IEC 14496‑10 are to include a spatially interleaved frame supplemental enhancement information (SEI).message to signal the type of interleaving in a frame-based scheme.
2	3DTV – Network of Excellence
	See www.3dtv-research.org.
3	3D4You – Content generation and delivery for 3D television
	3D4You is a project funded by the European Union under the ICT (information and communication technologies) Work Programme 2007-2008, a thematic priority for research and development under the specific programme “Cooperation” of the Seventh Framework Programme (2007-2013). Project website: http://www.3d4you.eu/index.php.
4	ITU-T Study Group 16
	The multiview coding extension of Recommendation ITU-T H.264 | ISO/IEC 14496-10 MPEG-4 AVC has proceeded to AAP Consent under ITU-T Recommendation A.8 approval process.
5	SMPTE
	In August 2008, SMPTE formed a Task Force on 3D to the Home. This completed its work with publication of final report in March 2009. The report is available to SMPTE members, and also from http://store.smpte.org/product-p/tf3d.htm. The Recommendations include standardizing a “3D Home Master”, based on the requirements developed by the Task Force. SMPTE is starting work on the specifications based on 1 920 × 1 080 pixel resolution at 60 frames per second and per eye. 
6	The Digital Video Broadcasting Project (DVB)
	Technical work in DVB is driven by commercial requirements. Following completion of a study mission to investigate the possible need for 3D activities, it has been decided to establish an ad-hoc group to consider the commercial requirements for stereoscopic 3DTV.
7	The Blu-ray Disc Association (BDA)
	See http://www.blu-raydisc.com.
8	HDMI Licensing, LLC, has announced the release of HDMI specification 1.4.  
	See: http://www.hdmi.org/press/press_release.aspx?prid=101.
9	Consumer Electronics Association (CEA)
	The CEA has established a 3D Task Force. This is considering interfaces between consumer sources, sinks, repeaters, converters, and glasses. They are also considering what is needed for “3D-READY” products. It is proposed to develop standards for 3D glasses, including interface, signalling, setup, control and polarization. A project is being considered to update CEA-861 to carry 3D content.
10	The 3D@Home Consortium
	This comprises around 40 members, with the aim of speeding the commercialization of 3D video into homes worldwide.
	See:  http://www.3dathome.org.
11	Association of Radio Industries and Businesses (ARIB)
	The ARIB has established a working group for researching 3DTV broadcasting in 2008.
	See: http://www.arib.or.jp/.
12	Ultra-realistic communications forum (URCF)
	The URCF is a forum established by the organizations from industries, government and academies, with the aim of promoting the R&D of ultra-realistic communications.
	See: http://www.scat.or.jp/urcf/.
13	3D Consortium
	The 3D Consortium was established in 2003 and comprises 47 members from 3D industry. Its main focus is on stereoscopic 3D.
	See: http://www.3dc.gr.jp/.
14	Consortium of 3-D image business promotion
	The Consortium of 3-D image business promotion was established in 2003 and comprises 49 members.
	See: http://www.rittaikyo.jp/.
15	Japanese Ergonomics National Committee (JENC)
	JENC is in charge of the national preparation for ISO.TC159.
	See: http://ergonomics.jp/jenc/index.html.

Annex 2
Historical background on the development of stereoscopic and 3D television systems. To include Document 6C/92 – The present state of three-dimensional (3D) TV broadcasting studies in the Russian Federation see:



Annex 3
Introduction to free viewpoint television: Annex 1 to Annex 6 to Document 6C/69 see:
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1
Introduction


At the last SG 6 meeting in May 2008, the draft new Question ITU-R “Digital three-dimensional (3D) TV broadcasting” (Doc. 6/71) was approved. The contribution is concerning the state of studies in this area in the Russian Federation. It is proposed to use it when developing a new ITU-R Report on 3D TV broadcasting.


2
Studies beginning  


The present level of development and convergence of digital technologies is such that free-viewpoint and three-dimensional television (FTV and 3D TV) with the effect of viewers’ presence in reproduced images is becoming a reality.


Multifunctional 3D TV systems will find wide application in digital television in the future and are within the immediate scopes of ITU-R SG 6 studies. SG 6 studies may, for instance, embrace the issues related to the main aspects of such systems, including systems of transmitting and reproducing 3D broadcasting, digital compression and broadcasting of TV and sound signals, assessment of video and sound quality for both stationary and mobile reception. 


Using a global approach to the problem (Report ITU-R BT.801 “The present state of high-definition television”) SG 6 can undoubtedly become the leader and coordinator in the development of entire world standards consolidating international efforts in the area of FTV and 3D TV from the very beginning. 


Prof. P.V. Shmakov was the founder of 3D TV. In 1949, under his leadership at the television department of Leningrad Bonch-Bruevich Electro-technical Institute of Communications, theoretical explorations in the field of stereoscopic television began [1]. In 1950, the first experimental stereoscopic device was developed and stereoscopic image was produced [2, 3]. Under his leadership the principles of 3D TV were developed and formulated. In 1952 the first industrial stereoscopic device was already produced [2, 3].


The first monograph on the fundamentals of color 3D TV was written by P.V. Shmakov in 1954 [3]. It dwelled on such issues as stereoscopic vision, systems of individual, collective and mass viewing and proposed reproducing systems with a raster grid and a raster lens screen. 


In the 50s the faculty of the department pursued research into the following areas [2-5]:


· Ways of producing 3D TV images; ways of signal transmittance in a 3D system.

· Dependence of quality factors of stereo-color TV images on the parameters of transmission.

· Comparative parameters and characteristics of color 3D TV systems.


Stereo-color and 3D TV systems were actively developed [6-9].

Introduction of color stereoscopic TV is associated with the necessity to broaden the frequency spectrum of the transmission channel. In order to narrow the frequency channel the faculty of the department proposed to transmit video information for one eye as a black-and-white image and as a color image for the other one so that eventually a viewer could see a full color picture. 


The department developed:


· Methods of transmitting signals in a stereo-color TV system.

· An encoding device of a stereo-color TV system.

· A stereo-color TV system with a reduced frequency band. 


In 1958, the work on a stereoscopic color TV broadcasting system started [6]. This device, developed at the department [7], was demonstrated in Moscow in 1962 and at the exhibition in Genoa (Italy) in 1964.


The department did research into the following areas [3-9]:


· Principles of building 3D color TV systems.

· Ways of forming signals of a 3D TV broadcasting system.

· Technology of producing stereo-color TV programs.

· Color stereoscopic television systems with forming stereo mate signals by means of an encoding module in an optical node.

· Conditions of non-distorted reproduction of stereo TV images.

· Methods of building reproduction devices for a single-objective stereo-color TV system.


The first experimental stereo-color TV program was produced in conjunction with Leningrad TV Center and was put on air on 27 December 1979 with the equipment which was developed at the department. Pilot programs were shown in 1981-1986 on Leningrad TV channel. An anaglyphic method was used for receiving and reproducing stereoscopic images. Stereoscopic images were received and reproduced by conventional color TV sets using color spectacles [11, 13].


The department carried out research into application of holographic methods in television [10-12]:


· Transmission of holograms via a TV channel.

· Reproduction of 3D images by means of coherent light.

· Forming synthesized holograms in systems reproducing 3D images.

· Doing spacious separation of images by means of a holographic pattern.

· Holographic television. 


The faculty of the department did research and development of FTV systems [11, 14, 15]. 


They developed:


· Ways to produce and reproduce FTV images by means of optical rasters.

· Ways to reproduce a FTV image by means of a transparent lens screen.

· Light-chopping FTV systems.

· Aspects of FTV and 3D television. 

Reproduction systems with two tubes and image combining on a semitransparent screen, with a rotating screen (stereotron), stereo headpieces, and holographic systems were developed and produced. In addition to broadcasting systems, applied systems were also developed.


3
Development of 3D TV systems 

Currently the Department of Television of St. Petersburg Bonch-Bruevich University of Telecommunication carries out the following research and development in the field of 3D TV [16‑21]:


· Encoding methods of 3D images.

· Transmission of 3D images in MPEG-2, MPEG-4, DVB-H standards.

· Ways of producing of FTV images.

· Methods of 3D image quality assessment.

· Developing 3D image reproduction systems, etc. 


Since the very first years of its existence the department has published teaching and methodological literature used for training specialists in many universities in the Russian Federation and other countries. The coursebook “Television” was published nine times, including an edition in the English language.


In the course of their work the faculty of the department constantly cooperate with organizations and individual teams who worked and continue working in Russia in the field of stereo, 3D and holographic television [23].  

The foundation of Russian developments of holographic television was laid by Y.N. Denisyuk. Under his leadership, the S.I. Vavilov State Optics Institute and A.F. Ioffe Physical-Technical Institute of the Russian Academy of Sciences made the following developments [24-25]:


· Holograms which allowed to produce more refined 3D images which can hardly be distinguished from the originals.

· Charts of recoding and reconstruction of 3D holograms.

· New method of projecting 3D images.

· 3D image projecting system able to reproduce images of moving objects in real time.

· New type of 3D display which reproduces only horizontal parallaxes of a 3D scene and is compatible with a modern TV system.


Under the leadership of V.G. Komar the All-Union Scientific Research Institute for Cinema and Photography (NIKFI) conducts research into 3D TV based on the holographic principle. They developed and tested a seven-angle TV system which laid the basis for developing an experimental 3D multi-angle color TV system with a holographic screen which does not require spectacles [25].


The P.N. Lebedev Physical Institute of the Russian Academy of Sciences conducts research in the field of representing 3D information. This research is based on studies of waveguide holography, holographic optical elements, neuro-information science and optoelectronics [25-28].  


This research is focused mainly on methods of multi-angle hologram synthesis, recording of holographic optical elements, development of adaptive optical systems and methods of computer-aided modeling of optical systems. The research work resulted in developing multi-angle displays as well as technologies of producing optical elements for such displays. In conjunction with an innovation company Neurok, LLC the institute is developing a new type of stereoscopic displays – neurostereo displays which combine optical and neuro-computer processing of images. Several types of 3D displays have been developed, including a multi-angle projection display. The institute also pursues research to develop adaptive 3D displays.


Researchers from the Department of Radio Electronic Devices of St. Petersburg State Electro-technical University (LETI) have been working in the field of 3D image visualizing systems since 1992.  They are developing a 3D image visualizing system in the volume of space – different versions of a laser 3D display: a monoblock and a projection device to visualize large volumes, a laser projection system for visualizing 3D images [23, 29].

The Scientific Research Institute of Radio Electronics and Laser Devices of Moscow State N.E. Bauman Technical University pursues research and development of 3D holographic screens and environmentally safe laser TV sets with a large screen. The optical system of a laser TV set with a large screen was developed in accordance with the laws of laser rather than conventional optics taking into account the properties of laser radiation [23, 30].

The Lafet Group (Moscow) based on real-time stereoscopy without spectacles has developed a 3D stereo TV set which allows several viewers to watch 3D images without wearing special spectacles [23].


The Scientific Research Institute for Television began and continues developing at the Relief Design Bureau (St. Petersburg) a 3D TV system with a “look-around” function, 3D interactive and three-dimensional, which takes into account vision physiology, i.e. friendly to the eyes [23, 31].


The staff of Triaxes Vision (Tomsk) pursue the following research and development [23]:


· Ways of preparation of 3D video information.

· Mathematical algorithms of conversion of 2D video into 3D.

· Software to convert 2D video into 3D.

· Encoding this information into a required format.

· Transmission and decoding of this information at the receiving end.

· Displaying information on a monitor (TV set). 


SoftLab-NSK Company (Novosibirsk) has adapted virtual studio technology to produce 3D video. The adaptation process allows for producing an image signal and the depth map of this image at the output. Viewing scenes in a stereo mode synthesized by the virtual studio system demonstrates all advantages of using totally 3D sets, some of which can be animated, moved within the frame, hidden, added, etc. [23].

4
Perspective directions 

The experience of developing and introducing stereo television systems shows that at the current stage of TV development in order to make 3D TV broadcasting systems a reality, it is necessary to address some issues in research, development and putting them into practice [20, 21, 23]:


· The hierarchy of requirements (profiles and levels) for stereo and 3D TV systems primarily based on raster image parameters – Mobile TV, SD, HD and on the number of sound channels (2, 2+1, 5.1 etc.).

· Recommendations on the criteria of reproduction quality of 3D images with reproduction of accompanying multi-channel sound (multi-modal evaluation of impression and perception quality) for all profiles and levels.

· Standards of recording, transmitting, archiving and reproducing 3D video content.

· Standards of metrological support of 3D TV broadcasting.

· Systems of shooting and editing of 3D video content.

· Units to synthesize a scene digital model from signals of 3D video cameras.

· Communication channels for 3D image transmission.

· 3D displays for reproducing 3D images.

· Environmental issues of broadcasting stereo and 3D images.

· 3D video content production technologies.

· Technologies and systems for converting 2D video into 3D.

· Attachable devices for receiving 3D TV with multi-channel sound.

· Recommendations for curricula and systems of training technical and creative staff involved in 3D TV technologies.


One of the most critical issues which determines further development of multifunctional 3D TV is encoding and transmission of images via a communication channel. Finding a solution for encoding and transmission of 3D information will allow automating the process of 3D object analysis and control the depth and length of transmitted objects.  

The most perfect mechanism of encoding and transmitting information on images is evidently prompted by nature and is represented by modern video compression standards. They allow analyzing the image automatically and separating fundamental information from “redundant”. Likewise, when transmitting spacious information about a 3D scene, such algorithms are used that do not overload the transmission channel by creating intermediate angles of images at the receiving end. 


Taking into account specific features of 3D TV (or pseudo 3D TV) broadcasting systems in the course of formulating the tasks for the development of such systems, at least for visible prospects, it will be necessary to assign beforehand the following positions [23, 32, 33]:


1. 
Radio frequency resource requirements

First of all it would be reasonable to study the abilities of terrestrial digital 3D TV broadcasting in standard radio channels frequency bands 6, 7, 8 MHz within the frameworks of corresponding frequency plans because obtaining new frequencies seems to be hardly probable. Because of the same reasons transmission of 3D TV programs via existing satellite broadcasting systems channels also will be needed.


Realization of 3D TV 6, 7, 8 concept will really require new approaches to the methods of compression, processing and transmission of digital TV and audio signals. Nevertheless, similar difficulties were successfully overcome in course of development of technical means, which realized the HDTV-6, 7, 8 concept formulated at the very beginning of digital TV studies, as well as MPTV-6, 7, 8 concept for multi-program TV and STV-6, 7, 8 concept for stereo TV (Rec. ITU-R BT.798). There are goods reasons to go on with applying such approach, taking into account not yet used potential and the progress of technologies, because it has already allowed to decrease greatly the frequency resource required for the introduction of digital broadcasting and to develop for the first time the effective frequency plans for satellite (WRC-2000, Istanbul) and terrestrial (RRC‑2004/2006) broadcasting.


2. 
Compatibility requirements


Basic 3D TV system could be grounded on the digital version of the Recommendation ITU-R BT.709 at the same time being compatible with 2D HDTV on the basis of the said recommendation and with capabilities of 3D SDTV, 2D SDTV (525 and 625 lines) and also 3D and 2D mobile reception systems. More broadband variants of 3D TV may be applied for demonstration purposes.


3. 
Additional information on the depth of picture


It seems reasonable to study the possibility of the 2D picture transformation into the quasi 3D picture at the receiving side for example on the basis of the additional information about the picture depth.
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Title:     Liaison statement to Working Party 1B concerning the study of 


           software defined radio and cognitive radio systems in Working 


           Party 1B (copy for information to Working Parties 1A, 4A, 4B, 


           4C, 5A, 5B, 5C, 5D, 6D, 6G, 7C, 7D)


Submitter: WP 7B


Language:  E





Doc no:    R6C/018


Title:     Proposed draft new Question ITU-R [X]/6 - Three-dimensional 


           television broadcasting


Submitter: Russian Federation


Language:  E





Doc no:    R6C/019


Title:     Consideration on and proposals for the studies requested in 


           Resolution 224 (Rev.WRC-07) and Resolution 749 (WRC-07)


Submitter: Chairmen, SGs 5 and 6


Language:  E





Doc no:    R6C/019R1


Title:     Consideration on and proposals for the studies requested in 


           Resolution 224 (Rev.WRC-07) and Resolution 749 (WRC-07)


Submitter: Chairmen, SGs 5 and 6


Language:  E





Doc no:    R6C/020


Title:     Draft new Recommendation on 720P/50 Hz progressive image format


Submitter: Chairman, Study Group 6


Language:  E





Doc no:    R6C/021


Title:     Information on the interim structure of Study Group 6 - 


           Broadcasting service


Submitter: Chairman, SG 6


Language:  E





Doc no:    R6C/022


Title:     Housekeeping of the Reports assigned to Working Party 6G


Submitter: Italy


Language:  E





Doc no:    R6C/023


Title:     Proposed additions to Recommendation BT.1201 and BT.1769


Submitter: Italy


Subject:   40/6


Language:  E





Doc no:    R6C/024


Title:     Revision of Recommendation BT.1562 to include a complete set of 


           methods to measure image rendition performance of studio 


           monitors


Submitter: Italy


Language:  E





Doc no:    R6C/025


Title:     Possible revision of Questions ITU-R 37/6, 39/6, 58/6 and 59/6


Submitter: Italy


Language:  E





Doc no:    R6C/026


Title:     Liaison statement to Working Parties 7A, 7B, 7C, 7D, 4A, 4B, 


           6D, 6X, 6G, 1A, 1B, 1C, 5A, 5B, 5C and 5D (copy for information 


           to Working Parties 3J, 3K, 3L and 3M) - Information for studies 


           related to WRC-11 Agenda item 1.25


Submitter: WP 4C


Language:  E





Doc no:    R6C/027


Title:     Loudness metering and reference programme loudness


Submitter: North American Broadcasters Association


Subject:   58/6, 77/6


Language:  E





Doc no:    R6C/028


Title:     Liaison statement to Working Parties 6D, 6G, and 6X - User 


           requirements for the quality of baseband SDTV and HDTV signals 


           when transmitted by digital satellite news gathering (SNG)


Submitter: WP 4B


Language:  E





Doc no:    R6C/029


Title:     Considerations on the DNR on the use of the 720P/50 image 


           format for program production and international exchange


Submitter: Italy


Subject:   1/6


Language:  E





Doc no:    R6C/030


Title:     On the proposals put forward by the rapporteur on organization 


           of texts on loudness metering


Submitter: Italy


Subject:   2/6


Language:  E





Doc no:    R6C/031


Title:     Provisional attribution of the Study Group 6 texts to the 


           Working Parties


Submitter: Chairman, Study Group 6


Language:  E





Doc no:    R6C/032


Title:     Introduction on free viewpoint television


Submitter: Rapporteur on FTV


Language:  E





Doc no:    R6C/033


Title:     Proposal for harmonization of image notation


Submitter: Rapporteur on image notation harmonization


Language:  E





Doc no:    R6C/034


Title:     User requirements for video monitors in television production


Submitter: European Broadcasting Union (EBU)


Language:  E





Doc no:    R6C/035


Title:     Basic principle of a new subjective quality evaluation method, 


           EBU II


Submitter: European Broadcasting Union


Language:  E





Doc no:    R6C/036


Title:     EBU guidelines for consumer Flat Panel Displays (FPDs)


Submitter: European Broadcasting Union


Language:  E





Doc no:    R6C/037


Title:     Liaison statement to Working Parties 5A, 5C and 6X (copy for 


           information and possible action to Working Parties 3M, 4B, 6D, 


           6G and 7D) - Use of the band 21.4-22 GHz for 


           broadcasting-satellite service and associated feeder-link bands 


           in Regions 1 and 3


Submitter: WP 4A


Language:  E





Doc no:    R6C/038


Title:     Proposal for draft work plan to CPM – Consideration of WRC-11 


           agenda items related to broadcasting service


Submitter: Japan


Language:  E





Doc no:    R6C/039


Title:     Proposed draft new Questions ultra high definition television 


           (UHDTV)


Submitter: Japan


Language:  E





Doc no:    R6C/040


Title:     Report on recent progress of technologies that are applicable 


           to expanded hierarchy of LSDI, EHRI and UHDTV


Submitter: Japan


Subject:   15/6, 40/6


Language:  E





Doc no:    R6C/041


Title:     Proposal of preliminary draft new Recommendation on metadata 


           for broadcast orperational monitoring


Submitter: Japan


Language:  E





Doc no:    R6C/042


Title:     Proposed revision of Question 37/6 and 39/6


Submitter: Japan


Subject:   37/6, 39/6


Language:  E





Doc no:    R6C/043


Title:     Proposal of draft revision of recommendation ITU-R BT.1361 - 


           Worldwide unified colorimetry and related characteristics of 


           future television and imaging systems


Submitter: Japan


Language:  E





Doc no:    R6C/044


Title:     Comments on Document 6G/13 - Draft revision of Recommendation 


           ITU-R BS.1770 requirements, algorithms and applications for the 


           measurement of audio programme loudness


Submitter: Japan


Language:  E





Doc no:    R6C/045


Title:     Report of latest studies on multichannel sound system for UHDTV


Submitter: Japan


Subject:   37/6, 39/6


Language:  E





Doc no:    R6C/046


Title:     Report of rapporteur on safe areas of wide-screen 16:9 aspect 


           ratio productions


Submitter: Rapporteur


Language:  E





Doc no:    R6C/047


Title:     Organization of texts on loudness and true-peak metering


Submitter: United States of America


Language:  E





Doc no:    R6C/048


Title:     Loudness metering and reference programme loudness


Submitter: United States of America


Subject:   58/6


Language:  E





Doc no:    R6C/049


Title:     Report on the user requirements for a FPD as a master monitor


Submitter: Rapporteur on user requirements for FPD


Language:  E





Doc no:    R6C/050


Title:     Progress report on user requirements for flat panel displays as 


           monitors used in subjective evaluation test


Submitter: Chairmen, Rapporteur group on user req. FPDs...


Language:  E





Doc no:    R6C/051


Title:     Liaison statement from ITU-T Study Group 9 - Developments in 


           LSDI


Submitter: BR Study Group Department


Language:  E





Doc no:    R6C/052


Title:     Measurement and control of television program loudness - 


           Results of a recent CBS test


Submitter: CBS, Inc.


Subject:   2/6


Language:  E





Doc no:    R6C/053


Title:     Proposed draft new Report IUT-R BS.[XXX] - Short-term loudness 


           metering


Submitter: Australia


Subject:   2/6


Language:  E





Doc no:    R6C/054


Title:     Draft revision of Recommendation ITU-R BS.1770-1 - Algorithms 


           to model audio programme loudness and to estimate true-peak 


           audio level


Submitter: Australia


Subject:   2/6


Language:  E





Doc no:    R6C/055


Title:     Proposed revision to Study Group 6 Questions


Submitter: Australia


Subject:   1/6, 2/6


Language:  E





Doc no:    R6C/056


Title:     Proposed revisions to Report ITU-R BS.2054 - Audio levels and 


           loudness


Submitter: Australia


Subject:   2/6


Language:  E





Doc no:    R6C/057


Title:     Proposed revision to Question IUT-R 89-1/6 - User requirements 


           for electronic news gathering


Submitter: Australia


Language:  E





Doc no:    R6C/058


Title:     Proposed revision to Question ITU-R 93/6 - Frequency 


           requirements for electronic news gathering


Submitter: Australia


Language:  E





Doc no:    R6C/059


Title:     Working document towards a preliminary draft new Recommendation 


           ITU-T BT.[ENGUSER] - User requirements for electronic news 


           gathering


Submitter: Australia


Subject:   89/6


Language:  E





Doc no:    R6C/060


Title:     Working document towards a preliminary draft new Recommendation 


           ITU-R BT.[ENGFREQ] - Frequency requirements for [terrestrial] 


           electronic news gathering


Submitter: Australia


Subject:   93/6


Language:  E





Doc no:    R6C/061


Title:     Rapporteur's comments on documents before WP 6G


Submitter: Rapporteur on loudness metering technical matters


Subject:   2/6


Language:  E





Doc no:    R6C/062


Title:     Preliminary draft revision to Recommendation ITU-R BS.1387-1 


           for multi-channel measurement


Submitter: Korea (Republic of)


Language:  E





Doc no:    R6C/063


Title:     Draft new Recommendation ITU-R BT. [ ] - Subjective assessment 


           method of picture quality delivered to the home over broadband 


           IP networks


Submitter: Poland (Republic of)


Language:  E





Doc no:    R6C/064


Title:     Liaison statement on Recommendation ITU-R BS.1387-1 usage for 


           quality assessment of ITU-T G.722.1 fullband extension


Submitter: ITU-T  SG 16


Language:  E





Doc no:    R6C/065


Title:     Liaison statement to Study Groups in ITU and other Groups on 


           initiation of a new question on vehicle gateway platform


Submitter: ITU-T SG 16


Language:  E





Doc no:    R6C/066


Title:     List of documents issued


Submitter: BR Study Group Department


Language:  E





Doc no:    R6C/067


Title:     Liaison statement to Working Party 6G - Impact of audio signal 


           processing and compression techniques on terrestrial FM sound 


           broadcasting emissions at VHF


Submitter: WP 6D


Language:  E





Doc no:    R6C/068


Title:     Final List of Participants (Geneva, 19 - 23 May 2008)


Submitter: Director, BR


Language:  E





Doc no:    R6C/069


Title:     Chairman's report - meeting 19-23 May 2008


Submitter: Chairman, WP 6G


Language:  E





Doc no:    R6C/070


Title:     Liaison statement - ITU-R specifications on display gamma


Submitter: Society of Motion Picture and Television Engineers


Language:  E
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		PRELIMINARY DRAFT NEW RECOMMENDATION ITU-R BT.[XXX]



		Safe areas of wide-screen 16:9 aspect ratio productions





(200x)

Summary


This document proposes safe areas of wide-screen 16:9 aspect ratio productions:


i)
for television programmes intended for widescreen 625-line transmission;

ii)
for television programmes intended for widescreen 720-line transmission; and


iii)
for television programmes intended for widescreen 1 080-line transmission.

PRELIMINARY DRAFT NEW RECOMMENDATION ITU-R BT.[XXX]

Safe areas of wide-screen 16:9 aspect ratio productions

(200x)

Scope


This Recommendation provides guidelines on safe areas of 625-line, 720-line and 1 080-line formats of wide-screen 16:9 aspect ratio productions.


The ITU Radiocommunication Assembly,


considering


a)
that Recommendation ITU-R BT.1379-2 “Safe areas of wide-screen 16:9 and standard 4:3 aspect ratio productions to achieve a common format during a transition period to wide‑screen 16:9 broadcasting”, already exists;


b)
that the ability to use a 16:9 chain for the transmission of a programme in 4:3 will encourage the introduction of new 16:9 equipment;


c)
that the ability to use a single master for simultaneous transmission to both digital 16:9 and  analogue 4:3 services would encourage the transition to 16:9 broadcasting;


d)
that the use of component digital 16:9 video chains will provide viewers watching 16:9 services with the optimum picture quality;


e)
that wide-screen formats may include 1 080-line and 720-line as well as lower resolution;


f)
that digital technology in cameras, distribution, and displays makes it possible to maintain the originally captured format throughout the broadcasting chain;


g)
that display overscan is both unnecessary and undesirable for digital television;


h)
that consumers now watch television on their computer monitors which typically use displays without overscan,


recommends


1
that, in the case of programmes intended for 625-line transmission, account should be taken of the guidelines for safe areas described in Annex 1;


2
that, in the case of programmes intended for 720-line transmission, account should be taken of the guidelines for safe areas described in Annex 2;


3
that, in the case of programmes intended for 1 080-line transmission, account should be taken of the guidelines for safe areas described in Annex 3,

further recommends


4
that manufacturers of consumer television displays should be strongly encouraged to produce displays without overscan in order for the full image as approved by the program producer may be enjoyed by all consumers;


5
that, where available, the use of a fully component electronic production chain in the 16:9 aspect ratio should be preferred.


Annex 1

Safe areas for television programmes intended for 
widescreen 625-line transmission


These guidelines are aimed at those involved in any stage of the programme-making process and at manufacturers of production equipment for programmes intended to be broadcast using 625-line transmission systems.


All the safe areas have been specified on the premise that the overscan on modern domestic television receiver displays will normally be in the range 3.5  1 of overall picture width or height, but for any one picture edge, the overscan should not exceed 4 of total picture width or height.

Appendix 1 to Annex 1

Safe areas for television programmes made in the 625-line interlaced scan 
16:9 wide-screen format: Shoot-to-protect the 16:9 full image


Table 1 shows how the action and graphics areas are defined to protect the full 16:9 wide‑screen image. The horizontal graphics safe area is narrower to take account of the greater overscan on older receivers, which may affect wide-screen pictures when viewed in letter-box presentation.


TABLE 1

		

		Vertical

		Horizontal



		Action safe margin (%)

		3.5

		3.5



		Graphics safe margin (%)

		5

		10





Figure 1 shows these areas in more detail.


Figure 1


16:9 shoot to protect the 16:9 full image, 625-line interlaced scan

[image: image2.wmf]1379-03


3.5% of 16:9 image (25 pixels)


L


i


n


e


s


 


3


8


-


2


9


5


,


 


3


5


1


-


6


0


8


L


i


n


e


s


 


3


3


-


3


0


0


,


 


3


4


6


-


6


1


3


L


i


n


e


s


 


2


3


-


3


1


0


,


 


3


3


6


-


6


2


3


10% of 16:9 image (72 pixels)


Graphics 5%


Action 3.5%


Top/bottom


safe margins


576 pixels


670 pixels


720 pixels




The definitions of the safe areas are given in numbers of lines and pixels, which are more definitive than the percentages used previously. However, percentages are also included because they are the basis on which comparisons are made. The line numbering has been calculated on the basis that field 1 is paired with the field 2 line below it, and the line from field 1 which is just inside the percentage box is defined as the edge of active picture.


Thus the drawings give the first and last lines and the first and last pixels which are inside the safe areas.

Appendix 2 to Annex 1

Safe areas for television programmes made in the 625-line progressive scan 
16:9 wide-screen format: Shoot-to-protect the 16:9 full image


Table 2 shows how the action and graphics areas are defined to protect the full 16:9 wide‑screen image. The horizontal graphics safe area is narrower to take account of the greater overscan on older receivers, which may affect wide-screen pictures when viewed in letter-box presentation.


TABLE 2


		

		Vertical

		Horizontal



		Action safe margin (

		3.5

		3.5



		Graphics safe margin (

		5

		10





Figure 2 shows these areas in more detail.


Figure 2


16:9 shoot to protect the 16:9 full image, 625-line progressive scan
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The definitions of the safe areas are given in numbers of lines and pixels, which are more definitive than the percentages used previously. However, percentages are also included because they are the basis on which comparisons are made. 


Thus the drawings give the first and last lines and the first and last pixels which are inside the safe areas.


Annex 2

Safe areas for television programmes intended for 
widescreen 720-line transmission


This guideline is aimed at those involved in any stage of the programme-making process and at manufacturers of production equipment for programmes intended to be broadcast using 720-line transmission systems.


The safe areas have been specified on the premise that the overscan on modern domestic television receiver displays will normally be in the range 3.5  1 of overall picture width or height, but for any one picture edge, the overscan should not exceed 4 of total picture width or height.

Appendix 1 to Annex 2

Safe areas for television programmes made in the 720-line progressive scan 
16:9 wide-screen format: Shoot-to-protect the 16:9 full image


Table 3 shows how the action and graphics areas are defined to protect the full 16:9 wide‑screen image. The horizontal graphics safe area is narrower to take account of the greater overscan on older receivers, which may affect wide-screen pictures when viewed in letter-box presentation.


TABLE 3

		

		Vertical

		Horizontal



		Action safe margin (%)

		3.5

		3.5



		Graphics safe margin (%)

		5

		10





Figure 3 shows these areas in more detail.

Figure 3


16:9 shoot to protect the 16:9 full image, 720-line
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The definitions of the safe areas are given in numbers of lines and pixels, which are more definitive than the percentages used previously. However, percentages are also included because they are the basis on which comparisons are made.


Thus the drawings give the first and last lines and the first and last pixels which are inside the safe areas.

Annex 3

Safe areas for television programmes intended for 
widescreen 1 080-line transmission


These guidelines are aimed at those involved in any stage of the programme-making process and at manufacturers of production equipment for programmes intended to be broadcast using 1 080-line transmission systems.


All the safe areas have been specified on the premise that the overscan on modern domestic television receiver displays will normally be in the range 3.5  1 of overall picture width or height, but for any one picture edge, the overscan should not exceed 4 of total picture width or height.

Appendix 1 to Annex 3

Safe areas for television programmes made in the 1 080-line interlaced scan 
16:9 wide-screen format: Shoot-to-protect the 16:9 full image


Table 4 shows how the action and graphics areas are defined to protect the full 16:9 wide‑screen image. The horizontal graphics safe area is narrower to take account of the greater overscan on older receivers, which may affect wide-screen pictures when viewed in letter-box presentation.


TABLE 4


		

		Vertical

		Horizontal



		Action safe margin (

		3.5

		3.5



		Graphics safe margin (

		5

		10





Figure 4 shows these areas in more detail.


FIGURE 4


16:9 shoot-to-protect the 16:9 full image, 1 080 line interlaced scan
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The definitions of the safe areas are given in numbers of lines and pixels, which are more definitive than the percentages used previously. However, percentages are also included because they are the basis on which comparisons are made. The line numbering has been calculated on the basis that field 1 is paired with the field 2 line below it, and the line from field 1 which is just inside the percentage box is defined as the edge of active picture.


Thus the drawings give the first and last lines and the first and last pixels which are inside the safe areas.

Appendix 2 to Annex 3

Safe areas for television programmes made in the 1 080-line progressive scan
16:9 wide-screen format: Shoot-to-protect the 16:9 full image


Table 5 shows how the action and graphics areas are defined to protect the full 16:9 wide‑screen image. The horizontal graphics safe area is narrower to take account of the greater overscan on older receivers, which may affect wide-screen pictures when viewed in letter-box presentation.


TABLE 5


		

		Vertical

		Horizontal



		Action safe margin (

		3.5

		3.5



		Graphics safe margin (

		5

		10





Figure 5 shows these areas in more detail.


FIGURE 5


16:9 shoot-to-protect the 16:9 full image, 1 080 line progressive scan
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The definitions of the safe areas are given in numbers of lines and pixels, which are more definitive than the percentages used previously. However, percentages are also included because they are the basis on which comparisons are made. 


Thus the drawings give the first and last lines and the first and last pixels which are inside the safe areas.
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		preliminary draft new recommEndation on Metadata for broadcast operational monitoring



		





Summary

This preliminary draft new Recommendation describes metadata for broadcast operational monitoring to help increase the reliability and efficiency of monitoring audio and video signals in broadcasting chains, and to help operators to analyse the causes of malfunctions or degradation in quality.


Preliminary draft new Recommendation

Metadata for broadcast operational monitoring of audio and video signals


(Questions ITU-R 44-1/6, ITU-R 48/6, and ITU-R 109/6)

Scope


This recommendation defines metadata that can be embedded in audio and video signals to support operational monitoring at arbitrary monitoring points on a broadcasting chain.

The ITU Radiocommunication Assembly,


considering


a)
that digital broadcasting has been introduced in many countries, and monitoring of the digital broadcast chain by broadcasters and network operators has become increasingly important;


b)
that in broadcast operational monitoring, an objective method of automatically detecting malfunctioning equipment and quality degradation in audiovisual content is needed;


c)
that the monitoring method should be reliable, efficient, and cost-effective;


d)
that the cause of degradation such as signal loss, blackouts, freezing, and muting may be transmission paths, equipment, human error, or intentional audiovisual effects, and operators have to accurately judge the cause of the alarm and fix the problem;


e)
that if appropriate metadata were to be added to the audio-visual content at an early stage of the broadcast chain, it would make the monitoring system at later stages of the chain more reliable and help operators to analyse the cause of the malfunctions or degraded quality,


recommends


1
that for the use of metadata to improve efficiency and precision in the operational monitoring of audio and video signals in broadcasting chains, the specifications in Annex 1 should be used.


NOTE – Appendix 1 provides additional explanations of metadata for operational monitoring.

Annex 1

Reference (informative)


•
Recommendation ITU-R BT.1790 “Requirements for monitoring of broadcasting chains during operation”.

•
ITU-T Recommendation J.243 “Requirements for operational monitoring in television programme transmission chains”.

•
ITU-T Recommendation P.911 “Subjective audiovisual quality assessment methods for multimedia applications”.

Reference (normative)


•
Recommendation ITU-R BT.1364 “Format of ancillary data signals carried in digital component studio interfaces”.

1
Overview


A schematic diagram of an operational monitoring process using metadata on a broadcasting chain is shown in Fig. 1 where operational monitoring is assumed to have been done at arbitrary monitoring points on a broadcasting chain. The metadata are extracted and inserted, operational monitoring using the metadata takes place at all monitoring points, and details on this process are shown at the bottom of Fig. 1. This can be summarized as:


1)
the metadata inserted at the upstream monitoring points are extracted;

2)
audio and video signals are analysed at all monitoring point to generate metadata;

3)
by comparing the current and upstream metadata, the audio and video signals are monitored to determine whether there are any problems; and

4)
the metadata analyzed at the current monitoring point are added to the metadata history.


Only metadata that are used for operational monitoring are updated within the process, and audio, video and any other auxiliary signals are left unchanged.


Figure 1

Configuration of monitoring points on a broadcasting chain 
and the monitoring process for the metadata
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2
Metadata for operational monitoring


2.1
Configuration


Metadata for operational monitoring of audio and video signals are classified into fundamental and optional parameters. Fundamental parameters are the minimum requirements for the operational monitoring of audio and video signals. Optional parameters are reserved for users who need more precise operational monitoring. These optional parameters are associated with vendor and equipment IDs for use at monitoring points on the broadcasting chain.


The basic configuration for the metadata is outlined in Fig. 2. The metadata at the monitoring point on the upper end always appear first, followed by the metadata at the current monitoring point. Other metadata at the previous monitoring points follow in order of those most recently monitored on the broadcasting chain. The number of history items of metadata depends on the capacity of the data area; however, the first two sets of metadata, i.e. the metadata at the monitoring point on the upper end and the current monitoring point, must always be retained.

Figure 2

Configuration for metadata
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Header information precedes the feature parameters to identify at which monitoring point and by which organization the metadata were generated. 


Table 1

Definition of header


		Item

		Content

		Length

		Mnemonic



		Monitoring point ID

		Identification by whom and where metadata are inserted

		Country code (two characters as per ISO 3166-1)

		2 bytes

		bslbf



		

		

		Organization code (four characters)

		4 bytes

		bslbf



		

		

		User code (four characters internally assigned by organization)

		4 bytes

		bslbf



		Total length

		10 bytes

		



		bslbf: Bit string, left bit first, where "left" is the order in which bit strings are written in this Recommendation.





2.2
Feature parameters

Table 2 summarizes the feature parameters, which are the spatial and temporal features of the video- and audio-signal features.


Table 2

Definition of feature parameters


		Features

		Content

		Length

		Mnemonic



		Video spatial

		Edge sharpness of each Y/Cb/Cr component within a frame

		Y

		1 byte

		uimsbf



		

		

		Cb

		1 byte

		uimsbf



		

		

		Cr

		1 byte

		uimsbf



		Video temporal

		Power of inter-frame difference of each Y/Cb/Cr component

		Y

		2 bytes

		uimsbf



		

		

		Cb

		2 bytes

		uimsbf



		

		

		Cr

		2 bytes

		uimsbf



		Audio

		Number of audio channels, N

		1 byte

		uimsbf



		

		TBD

		TBD

		TBD



		uimsbf: Unsigned integer, most significant bit first





2.2.1
Video spatial feature

Video spatial information (SI) is as defined in ITU-T Recommendation P.911. Sobel horizontal and vertical direction filters are applied to each Y/Cb/Cr component of the video signals frame-by-frame and the degree of edge sharpness is derived as:
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where X (i, j) denotes the level of each component of the video signal at the i-th line and the j-th sample. For this calculation, the most significant 8 bits of the video signal are used, and the SI value is presented in the 8-bit unsigned integer notation.

2.2.2
Video temporal feature


Video temporal information (TI) is as defined in ITU-T Recommendation P.911. The power of the frame difference is calculated for each Y/Cb/Cr component of the video signal as:
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where X (i, j, n) denotes the level of each component of the video signal at the i-th line, j-th sample, and n-th frame. For this calculation, the most significant 8 bits of the video signal are used, and the TI value is presented in the 16-bit unsigned integer notation.

2.2.3
Audio feature


TBD.

3
Transport of metadata


The metadata for operational monitoring is conveyed by being multiplexed into the ancillary data space of the serial digital interface of the video signal.

3.1
Format for ancillary data packets for metadata


The format for the ancillary data packets for the metadata conforms to type 2 ancillary data packets as defined in Recommendation ITU-R BT.1364 and, one word consists of 10 bits in this format. The format for the data packets is illustrated in Fig. 3.

Figure 3


Format for ancillary data packets for metadata
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		ADF:

		Ancillary data flag (00.0h, FF.Ch, FF.Ch)



		DID:

		Data identification word. DID of this data packet is set to [TBD].



		SDID:

		Second data identification word. SDID of this data packet is set to [TBD]. 



		DC:

		Data count word. 



		UDW:

		User data word. Maximum number of data words is 255.



		CS:

		Check sum word.



		Note:

		Numbers indicate number of words. 





3.2
User data word (UDW) format

User data words comprise the metadata as defined in Section 2. The format for the UDW is listed in Fig. 4.

Figure 4


Bit assignment for data words

		Bit number

		Description



		b9(MSB)

		Not b8



		b8

		Even parity for b0 through b7



		b7

		Metadata as per Section 2.



		b6

		



		b5

		



		b4

		



		b3

		



		b2

		



		b1

		



		b0(LSB)

		



		LSB: least significant bit.


MSB: most significant bit.





3.3
Frequency of insertion

The metadata is inserted frame-by-frame. Synchronization between the video frame and the metadata needs to be ensured.


3.4
Location of ancillary data packets


It is necessary to identify the available data area for this purpose by taking into consideration the current usage by broadcasters of the ancillary data space.


Appendix 1
(to Annex 1)

Operational guidelines for metadata


This Appendix describes the operational guidelines for the metadata.


1
Signals to be monitored at monitoring points


Baseband signals over SDI (Serial Digital Interface) are generally used for the inter-connection between equipment and studios in a broadcasting station. Compressed signals over DVB-ASI (Asynchronous Interface) are also used for transmitting the signals between broadcasting stations. Compressed signals are usually used for television outside broadcasting (TVOB) to reduce transmission bandwidth.


Metadata are multiplexed in baseband signals into ancillary data space within SDI. Ancillary data in compressed signals need to be multiplexed into a transport stream. ITU-T Recommendation J.89 offers a transport mechanism for ancillary data. State-of-the art encoders may support this mechanism.


2
Operation cases


Three cases are assumed where metadata are used for monitoring, (1) program transmission from the master control of a broadcasting station to that of a network-linked broadcasting station, (2) transmission of program material from a network-linked station or an outside broadcasting location to the broadcasting center, and (3) inter-connection from VTRs or studios to a master control. Monitoring may be conducted by broadcasters and by network operators.


2.1
Program transmission between master controls

Figures A1-1 and A1-2 describe typical configurations of program transmission between master controls. SDI is used in Fig. A1-1 and DVB-ASI in Fig. A1-2.


Sending station A installs a “monitoring point 1” at the back end of the master output to insert metadata indicating the status of the sending signals. Receiving station B installs a “monitoring point 2” at the front end of signal input and monitors the received signals. If an unusual status is detected in the received signals, the metadata are fully utilized to identify at which portion on the transmission chain the cause is. If the metadata indicate the same status as that detected at “monitoring point 2”, the receiving station can determine that there are no problems in the transmission path.


These figures also indicate a possible case where Station B transmits its program material to Station A, and Station A delivers the program to its network-linked stations including Station B. In this case, “monitoring points 3 and 4” are additionally installed.


The networks provided by network operators are usually employed for this type of transmission. Monitoring by network operators is described in a latter section.


Figure A1-1


Program transmission between master controls using SDI baseband signals
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Figure A1-2


Program transmission between master controls using DVB-ASI compressed signals
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2.2
Program material transmission


Figure A1-3 describes a typical configuration for program material transmission from an outside broadcasting location to the broadcasting center. The transmission lines are those provided by network operators or owned-operated networks. In the former, broadcasters and network operators are usually interfaced with SDI baseband signals.


On the sending side, i.e. the location of outside broadcasting, a monitoring device is installed at the back end of SDI baseband signal output or the front end of encoder input. When compressed signals are used for transmission, the installation of an additional monitoring point at the output of a local decoder enables encoder-related problems to be monitored on the sending side.


On the receiving side, a monitoring device is installed at the front end of SDI baseband signal input or the back end of decoder output.


The metadata are inserted at the sending location to indicate the status of the sending signals. The received signals are monitored at the broadcasting center and compared with the status indicated by the metadata.


Figure A1-3


Program material transmission in outside broadcasting


[image: image12.emf]Location of outside broadcast


ENC


Network


(leased or owned) 


DEC


Network centre of 


broadcasting center


DEC


C


Camera


SW


Equipment for 


outside broadcast


Monitor


SDI


SDI


SDI


DVB-ASI


DVB-ASI


Explanatory note


SDI


DVB-ASI


Monitoring device




2.3
Transmission and signal processing in broadcasting center

MK switchers and devices for video-signal processing like the DVE used in studios, editing rooms, and network centers do not usually convey ancillary data, and delete the metadata attached to the input program materials. It is therefore unfeasible to retain metadata from outside broadcasting locations or VTRs in studios in the master control. As an alternative, monitoring points should be installed at the output of those broadcast resources inserting the metadata.


Figure A1-4


Monitoring points at output of broadcast resources
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3
Monitoring points in broadcasting center

The additional installation of monitoring devices along the signal chain should be avoided as this decreases the reliability of broadcasting operations. It thus seems practical to implement monitoring functions by adding functions to existing devices. We also need to be able to bypass monitoring functions in cases of emergencies.


The following devices are assumed to implement monitoring functions. Figure A1-4 shows their location in a master control and Fig. A1-5 in outside broadcasting.


(1) ANC Inserter

The ANC Inserter multiplexes data such as closed captions and controls into an ancillary data space of SDI. This may be a potential cause that decreases the reliability of equipment by adding new functions and complexity to the existing equipment. However, the ANC Inserter intrinsically manages the ANC space, and there would therefore be less risk in installing monitoring functions in the ANC Inserter.


(2) Encoder

The encoder compresses the amount of audio and video information and is considered to be a converter to change SDI baseband signals to DVB-ASI compressed signals. The input of an encoder is the back end of a baseband signal chain, and an encoder is thus most appropriate for installing monitoring functions.


(3) DDA (Digital Distribution Amplifier)


DDA distributes SDI baseband signals and DVB-ASI compressed signals. There are a number of DDAs used in a master control, and DDAs with monitoring functions would make it easier to detect failure points.


(4) Active Relay


The Active Relay seamlessly switches SDI baseband signals and DVB-ASI signals. Monitoring functions may be effectively installed to monitor input signals and insert metadata at the output. Automatic switching may also be possible in conjunction with monitoring functions.


(5) U/C (Up Converter), D/C (Down Converter), A/C (Aspect-ratio Converter)

These converters alter the signal formats, and by recording the status of video signals as metadata in these processes, accurate monitoring would become possible at the following monitoring points. 


(6) MPX (Audio Multiplexer)

The MPX multiplexes audio signals into SDI baseband signals. The status of video and audio signals when multiplexing is done is recorded as metadata.


Figure A5-1


Possible devices to install monitoring points in master control
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Figure A1-6


Possible devices to install monitoring points in outside broadcasting
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4
Monitoring by network operators


The utilization of metadata for monitoring added to signals is expected to enhance monitoring operations by broadcasters and network operators. However, in the present circumstances, network operators scarcely manage the ancillary data space that is potentially used by broadcasters. Considering this fact, two cases are assumed for network operators to utilize the metadata, i.e., where (a) network operators update the metadata, and where (b) they do not update the metadata.


4.1
When metadata can be updated


When metadata can be updated within the paths governed by network operators, i.e., when the dashed line in Fig. A1-7 is valid, monitoring at all points is possible. The organization code to be indicated in the header is that for the network operator. In addition to monitoring using metadata, independent monitoring by the network operator itself may also be conducted, where additional information may be extracted from the signals and utilized.


Figure A1-7

Operation example by network operators
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4.2
When metadata cannot be updated 


When the metadata cannot be updated within the paths governed by network operators, i.e., when the dashed line in Fig. A1-7 is invalid, the metadata inserted by the sending broadcaster are conveyed without any changes. The network operator conducts its own monitoring using a domestic monitoring system. Nevertheless, the metadata inserted by the broadcaster can be utilized.


5
Monitoring examples using metadata


Figures A1-8 and A1-9 illustrate examples of monitoring assuming possible cases where a program is delivered between broadcasting stations using DVB-ASI compressed signals.


Figure A1-8 shows a case where intentional freezing is included in a program played back by a VTR. At monitoring point (1) of the sending station, no metadata are available in the signal played back by the VTR, TI is measured to be nearly zero for the frozen picture and an alarm is triggered. The TI ( 0 is then signalled in the metadata. At monitoring point 2 of the receiving station, TI is measured to be nearly zero and the metadata also indicates TI  ( 0 at the sending station. Consequently, no alarm is triggered.


Figure A1-8


When intentional “freezing” is inserted
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Figure A1-9 shows a case where some failure has occurred at the encoder of the sending station and the decoded picture at the receiving station is frozen. 


At monitoring point (1) of the sending station, video features are measured and inserted as metadata. For a normal picture, TI would be significantly large and no alarm would be triggered. Depending on the failure of the encoder, two cases may be assumed: (a) the added metadata are retained, i.e., the coded bit-stream contains some failure causing freezing but the ancillary data are transported without loss, and (b) the metadata are lost, i.e., the ancillary data are also lost.


(a) 
At monitoring point (2) of the receiving station, TI is measured to be nearly zero for the frozen picture but the metadata indicate significantly large TI. Consequently, a failure can be determined to have occurred between the monitoring points.


(b) 
At monitoring point (2) of the receiving station, TI is measured to be nearly zero for the frozen picture and the metadata from the previous monitoring point are not available. Consequently, an alarm is triggered.


In both cases, alarms can effectively be triggered using the monitoring system associated with the metadata.


Figure A1-9


When failure occurs in transmission path
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6
Glossary (see also §3)

		MTX (Matrix Switcher)

		Highly sophisticated switcher to select sending resources and used for master control. ANC data can be conveyed through MTX. 



		SW (Switcher)

		General switcher (video mixer) used for studios and OB vans, and distinguished from switcher used for master control. ANC data usually cannot be conveyed through SW. 



		DVE (Digital Video Effect)

		Equipment for electronically generating special video effects 



		MK (Mixer and Keyer)

		Equipment for mixing and superimposing video or audio 



		DSK (Down Stream Keyer)

		Equipment for superimposing video





Appendix 2
(to Annex 1)

Experimental results of SI and TI for test sequences

This Appendix presents the experimental results of measuring the SI and TI test sequences. This experiment was conducted to test and verify the usability of SI and TI for operational monitoring.


1
Set of test sequences


The following test sequences were used for taking the measurements of SI and TI. Each sequence consisted of several scenes, which are typical in cases of transmission failure or malfunctions in transmission equipment.

1.1
Blackout I (almost flat texture and monochrome) 

Black ( Blue ( White ( Red ( Black with noise ( White with noise ( Vertical stripe


1.2
Blackout II (almost flat texture and monochrome)*1 


Black ( Blue ( White ( Red ( Black with noise ( White with noise ( Vertical stripe II*2

*1
All scenes except for “Vertical stripe II” are the same as for Blackout I.


*2
Different textures were inserted every 15 frames.


1.3
Freeze I


Black with noise I ( Red with noise I ( Blue with noise ( Red with noise 
( Blue with noise ( Grey ( Vertical stripe ( Flower Basket*1 ( Rustling Leaves*1

*1
Cutouts from HDTV standard test sequences.


1.4
Freeze II


Black with noise I ( Red with noise I ( Blue with noise ( Red with noise ( Blue with noise ( Grey ( Animation (with less inter-frame difference) ( Flower Basket*1 ( Rustling Leaves*1

*1
Cutouts from HDTV standard test sequences.


1.5
Natural image sequence (A Summer Day)

Fade out to black is included. Night scenes are also included.


1.6
Natural image sequence (Drama)


Intentional blackout is inserted.


1.7
Natural image sequence (Mobile and Calendar)


1.8
Animation (Macross 7)

1.9
Superimpose and wipe


(1) Superimpose


Text was superimposed at the top of an urban cityscape, and the text was changed during the sequence. Two types of urban cityscapes with different magnitudes of motion were used. (See Figure A2-1 (a) for the image with slight motion)


(2) Wipe with text


The images were scaled down and wiped to show some text at the top, and the text was changed during the sequence. Two types of urban cityscapes having different magnitudes of motion were used. (See Fig. A2-1 (b) for the image with significant motion))


Figure A2-1


Test sequences with superimposed text and wiped with text


(a) Slight motion




(b) Significant motion
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2
Measurement results


2.1
Blackout I


In all the frames except for those after a scene change, TI = 0. For the scenes without noise, SI = 0.

Figure A2-2


Blackout I
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2.2
Blackout II


In terms of TI, the results are the same as those for Blackout I, except for “Vertical stripe II” in which different textures are inserted every 15 frames.


In terms of SI, all the scenes have the same results as Blackout I.

Figure A2-3


Blackout II
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2.3
Freeze I


In the scenes with noise, TI is not exactly zero but is less than 1.0. This may have been caused during the authoring process of the test sequence.

Figure A2-4


Freeze I
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(1) Black with noise, (2) Red with noise 1, (3) Blue with noise 1, (4) Red with noise 2, 
(5) Blue with noise 2, (6) Grey, (7) Vertical stripe, (8) Flower Basket, (9) Rustling Leaves


(Noise 1: noise is black, Noise 2: noise is white)


2.4
Freeze II


The TI and SI values are different to those in the Freeze I sequence because the noise pattern in scene 4 changes frame-by-frame, which is the case in the Freeze I sequence.

Figure A2-5


Freeze II
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(1) Black with noise, (2) Red with noise 1, (3) Blue with noise 1, (4) Red with noise 2, 
(5) Blue with noise 2, (6) Gray, (7) Animation, (8) Flower Basket, (9) Rustling Leaves


(Noise 1: noise is black, Noise 2: noise is white)


Scene 7 (Animation) is a moving picture (not a still image), but this scene may be falsely recognized as a still picture because only a small region in the frame is in motion. In this scene, TI is always more than 10 and the data series is different to that of a still picture. Even Animation images, which tend to have fewer inter-frame differences, can be distinguished from still pictures by monitoring the TI.

Figure A2-6


Scene 7 in Freeze II
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2.5
Natural image sequence (A Summer Day)

This sequence includes a transition (fade out) of scenes. During the transition, some black frames are inserted and this may be falsely recognized as a blackout. The minimum TI and SI during the transition correspond to 0.45 and 4.5 (at frames #1 150-1 200), and this scene is very similar to blackout in terms of SI and TI.


Around frame 1 900, there is a night canal scene, which is very dark. However, SI in this scene is between 33 and 34 and this scene can thus be distinguished from blackout.

Figure A2-7


Natural image sequence (A Summer Day)
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2.6
Natural image sequence (Drama)


In this sequence, there is a transition of scenes, during which completely black frames (0 SI and TI) are intentionally inserted for about one second. This intentional blackout can be distinguished from blackouts caused by transmission failure or the malfunction of video equipment by using metadata history.

Figure A2-8


Natural image sequence (Drama)
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2.7
Natural image sequence (Mobile and Calendar)


This is a standard sequence, which has a complex texture and several motions. As both TI and SI are very high, it is easily distinguished from blackouts and freezing.

Figure A 2-9


Natural image sequence (Mobile and Calendar)
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2.8
Animation (Macross 7)


This sequence is animation footage. However, the series of TI has different characteristics from that of Scene 7 in Freeze II; TI changes are large every 1–2 frames. This may be because this sequence was originally in 24-fps film format and then dubbed into Digital VCR with telecine conversion, whereas Scene 7 in Freeze II is in NTSC format.

Figure A2-10


Animation (Macross 7)
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2.9
Superimpose and wipe


TI and SI are compared for three sequences, without superimpose and wipe, with superimpose, and with wipe, and are shown in Figs A2-11 and A2-12. At the timing the superimposed text is changed (at around the frame number 300), TI is significantly increased. The TI of “without superimpose and wipe”(blue) and that of “with superimpose”(red) are very comparable, but that of “with wipe”(green) is lower than that of the others. The SIs of “with superimpose” and “with wipe” are larger that that of “without” and the TI of “with superimpose” is the largest.


Figure A2-11


Superimpose and wipe for sequence with slight motion
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Figure A2-12


Superimpose and wipe for sequence with significant motion
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Appendix 1

Additional explanation of metadata for broadcast operational monitoring

1
Example usage of metadata for broadcast operational monitoring


Metadata may be used for several purposes in broadcast operational monitoring. Three of these are discussed below.


1)
Metadata for quality management



One possible method of monitoring the degree of quality degradation in audio-visual content is to derive some feature information on the audio-visual signal and multiplex it to the signal in the upper broadcast chain, and compare the original feature information with the feature information derived from the received audio-visual signal in the lower broadcast chain.


2)
Metadata for discriminating between intentional audio-visual effects and trouble as the cause of blackouts, freezing, muting, and noise are usually regarded as errors in audio-visual signals. However, such signals are occasionally used intentionally for audio-visual effects. If information indicating that an unusual signal is intentionally used is flagged by metadata at the stage a program is produced, a monitoring system at a later monitoring point in the broadcast chain will not need to issue an alarm when it detects these unusual signals.


3)
Metadata for checking lip-sync



By adding timing information to both video and audio signal frame-by-frame beforehand, the relative timing at a later process could very easily be checked.

2
Examples of possible metadata for broadcast operational monitoring


A number of metadata as described below may be used for broadcast operational monitoring.



1)
Metadata related to signal format

		Video

		Format (horizontal and vertical samples, field/frame rate, luminance/chrominance sampling structure, scanning format)


Bit length


Aspect ratio



		Audio

		Channel mode (e.g., mono, stereo, and multi-channel)


Sampling frequency


Bit length

Alignment level






2)
Metadata related to quality of audio-visual signals

		Feature information derived from audio-visual signals for checking/measuring degree of degradation (e.g., motion and activity)


Video/audio quality metrics (VQM/AQM) of transmitted video and audio signals





3)
Metadata related to status of audio-visual signals

		Spatial/temporal shift from original signals


Relative timing between audio and video signals


Field information for 2-3 pull-down images


Time code


Indication of unusual signals such as freezing, blackouts, and muting





4) Metadata related to intentional audio-visual effects


		Indication of intentional audio-visual effects





5)
Metadata related to broadcast programming

		Event ID

Service type

Ancillary data such as teletext and control signals





6) Metadata related to network operations


		Name of sender and recipient


Start and end time of transmission


Name of relay site and OB van


Type and name of transmission line


Bit rate


Received field strength


Bit error rate





7) Metadata related to troubleshooting


		Type of error

Origin of error

History of error





3
Store and transfer of metadata for broadcast operational monitoring

The format and means of storing and transferring metadata should be specified to store and transfer them for broadcast operational monitoring in the broadcasting chain.
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Summary


In this proposed draft revision of Recommendation ITU-R BT.1361, the following modifications are included:


a)
Opto-electronic transfer characteristics are defined more accurately so that the linear and the exponent equations of the transfer characteristics are connected smoothly even in longer bit-depth systems.


b)
Opto-electronic transfer characteristics for the extended colour gamut system are specified to be symmetrical for the plus and minus values with respect to the origin, i.e. origin symmetry. Taking into account various applications, the 100% reflectance of reference white, which is possible in theory, is now assumed, while the current specification is based on the 83% reflectance, which is commonly used in the TV studio, and is designed to cover the Pointer colours, a collection of the most highly saturated real surface colours.


c)
Scaling factors of the quantization of RGB signals for the extended colour gamut system are specified to be the same as those for the conventional colour gamut system, with a one‑bit extension for representing the minus and over-unity RGB signals so that the quantization accuracy for both the conventional and the extended colour gamut systems are the same. The offset in the quantization of RGB signals for the extended colour gamut system is also modified. By these modifications, the quantization for the extended colour gamut system corresponds to the R’G’B’ signal range of –0.73 to +1.60, which covers potential R’G’B’ signal range of the Pointer colours (–0.4184 to +1.1067) and the optimal colours (–0.6905 to +1.2119), surface colours with the theoretically maximum purity. Accordingly, the derivation of luminance and colour-difference signals via quantized RGB signals for the extended colour gamut system is modified. Although the current specification takes into account efficient use of bits even in an 8-bit system, nowadays a one-bit extension would not introduce burden for implementations. It should be noted that these modifications introduce incompatibility with the current specification.


d)
Derivation of the integer coefficients of luminance and colour-difference equations is described in common for both the conventional and the extended colour gamut systems, due to the adoption of the same scaling factor of the quantization for both of the systems.


e)
Inverse transformation from luminance and colour-difference signals to RGB signals is described.


f)
Transmissible colour gamut for each colour gamut system is described.

Preliminary DRAFT REVISION OF RECOMMENDATION ITU-R BT.1361*

Worldwide unified colorimetry and related characteristics
of future television and imaging systems




(1998)


Scope

This Recommendation defines colorimetric parameters and related characteristics of television and imaging systems.

The ITU Radiocommunication Assembly,


considering


a)
that colorimetric parameters vary among existing television systems;


b)
that computer graphics are finding application in television programme production, while television displays are used with computers;


c)
that interoperability between different television systems and other imaging systems such as a motion picture film and computer graphics is required;


d)
that unified colorimetry is desirable for interoperability to minimize conversion between different television systems and imaging systems;


e)
that although existing television displays can reproduce a large proportion of the colours contained in natural scenes, a wider colour gamut is required to reproduce all natural surface colours;


f)
that new display devices capable of reproducing a wider colour gamut are being introduced;


g)
that the reproducible colour gamut may vary between displays by reason of application, cost and performance;


h)
that in selecting colorimetric parameters of a television system, it is essential that the system provides full colour information, and should not be limited by the reproducible gamut on a particular display;


j)
that the colour gamut of a system can be extended by allowing negative and greater than 100% RGB signal values, while maintaining compatibility with conventional systems;


k)
that while colorimetric parameters and related characteristics have been specified for conventional colour gamut in Recommendation ITU-R BT.709, a single Recommendation specifying a unique set of colorimetric parameters and related characteristics is required for all future television systems;


l)
that the adoption of a worldwide unique set of colorimetric parameters and related characteristics will assist in developing efficiencies in international exchange and spectrally efficient unified transmission systems;


m)
that the adoption of a worldwide unique set of colorimetric parameters and related characteristics will ultimately result in economic benefits for broadcasters and the broadcast/receiver industry, this in turn will assist organizations operating within countries having developing economies,


recommends


1
that the colorimetric parameters and related characteristics as described in Table 1, Table 2 and Table 3 of this Recommendation be used for all future television and imaging systems.


TABLE 1


Colorimetric parameters and related characteristics


		Parameter

		Values



		1

		Primary colours

		

		Chromaticity coordinates (CIE, 1931)



		

		

		

		x

		y



		

		

		Red

		0.640

		0.330



		

		

		Green

		0.300

		0.600



		

		

		Blue

		0.150

		0.060



		2

		 Reference white

		

		Chromaticity coordinates (CIE, 1931)



		

		(equal primary signal)

		D65

		x

		y



		

		

		

		0.3127

		0.3290



		3

		Opto-electronic transfer characteristics(1)
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		where L is a voltage normalized by the reference white level and proportional to the implicit light intensity that would be detected with a reference camera colour channel; E' is the resulting non-linear primary signal.

( and ( are the solution to the following simultaneous equations:
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(2)

The simultaneous equations provide the required condition to have the three equations in (1) connected smoothly, and yield ( = 1.09929682680944... and ( = 0.018053968510807.... (2) 



		(1)
The non-linear pre-correction of the signal region below L = 0 and above L = 1 is applied only for systems using an extended colour gamut. Systems using a conventional colour gamut apply correction in the region between L = 0 and L = 1. A detailed explanation of the extended colour gamut system is given in Annex 1 and transmissible colour gamuts by these systems are shown in Appendix 1.

(2)
For the systems of 11-bit or less, the former specification (i.e. ( = 1.099 and ( = 0.018) provides the same 
quantized signals.





TABLE 2


Analogue encoding equations


		Parameter

		Equations



		

		Conventional and extended colour gamut systems



		4

		Luminance and colour‑difference equations
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		5

		Inverse transformation from luminance and colour-difference signals
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TABLE 3


Digital encoding equations

		Parameter

		Equations



		

		Conventional colour gamut system

		Extended colour gamut system(1)



		6

		Quantization of RGB, luminance and colour-difference signals(2), (3)

		

[image: image15.wmf](


)


[


]


8


2


16


219


INT


-


×


+


¢


=


¢


n


R


R


E


D






[image: image16.wmf](


)


[


]


8


2


16


219


INT


-


×


+


¢


=


¢


n


G


G


E


D






[image: image17.wmf](


)


[


]


8


2


16


219


INT


-


×


+


¢


=


¢


n


B


B


E


D




		



[image: image19.wmf](


)


[


]


9


2


160


219


INT


-


×


+


¢


=


¢


¢


n


R


R


E


D








[image: image21.wmf](


)


[


]


9


2


160


219


INT


-


×


+


¢


=


¢


¢


n


G


G


E


D








[image: image23.wmf](


)


[


]


9


2


160


219


INT


-


×


+


¢


=


¢


¢


n


B


B


E


D






		

		

		




[image: image25.wmf](


)


[


]


8


2


16


219


INT


-


×


+


¢


=


¢


m


Y


Y


E


D









[image: image27.wmf](


)


[


]


8


2


128


224


INT


-


×


+


¢


=


¢


m


CB


E


D


CB









[image: image29.wmf](


)


[


]


8


2


128


224


INT


-


×


+


¢


=


¢


m


CR


CR


E


D






		

		

		







		





		





 





TABLE 3 (continued)


		Parameter

		Equations



		

		Conventional colour gamut system

		Extended colour gamut system



		7

		Derivation of luminance and colour-difference signals via quantized RGB signals(4)
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TABLE 3 (end)


		Parameter

		Equations



		

		Conventional colour gamut system

		Extended colour gamut system



		8

		Derivation of RGB signals from quantized luminance and colour-difference signals(4)
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		(1)
A detailed explanation is given in Annex 1.


(2)
“n” and “m” denote the number of the bit-length of the quantized RGB and YCbCr signals, respectively. For the extended colour gamut system, 9-bit or more is preferred for the bit-length of the quantized RGB signal in order to avoid quantization artefacts like false contour. 

(3)
The operator INT returns the value of 0 for fractional parts in the range of 0 to 0.4999... and +1 for fractional parts in the range of 0.5 to 0.9999..., i.e. it rounds up fractions above 0.5. 


(4)
Annex 2 specifies a procedure to obtain integer coefficients for digital implementation. 





Annex 1

Extended colour gamut system using negative RGB signals


The reproducible colour gamut on a television display is limited to that area inside a triangle on the chromaticity diagram composed of the three primary colours of the display. This is due to the fact that negative light emissions of the primary colours cannot be realized with an actual display system. However, colours outside the triangle can be transmitted when negative and greater than 100% values are allowed as extended primary RGB signals. Current cameras normally develop extended gamut RGB signals in the process of linear matrixing to optimize colorimetric analysis, but the extended values are usually clipped in the subsequent processes to conform to the signal format of the system.


The colour gamut extension method using negative RGB signals provides compatibility with conventional systems, resulting in a smooth transition to the new wide gamut system.


Signal range


The required signal range of a television system is determined by reference primaries, opto‑electronic transfer characteristics (gamma curve), and the colour gamut to be handled by the system. An exceptional signal range is required to reproduce the full range of pure spectral colours even with a wide gamut set of primaries. A realistic approach is to limit reproduction to the gamut of real surface colours as determined by Pointer.


Levels of analogue gamma pre-corrected RGB signals for the Pointer colours are shown in Fig. 1 (a)-(c). The Pointer colours provide the most highly saturated real surface colours for 36 hues (every 10°) and 16 lightness levels. In the Figure, 16 curves are drawn for different lightness levels, and it can be seen that these RGB signals exhibit negative and greater than 100% values. When these analogue RGB signals are converted into analogue luminance and colour difference signals using equations 4, Table 2, the resulting levels are shown in Fig. 2 (a)-(c). It can be seen that the levels are now contained within the normal dynamic range of 0-100% for luminance and  50% for colour difference. Thus for analogue signals there is a direct compatibility between conventional gamut systems and the equivalent colours in an extended gamut system.


For digital representation, it is necessary when quantizing extended gamut RGB signals to use a different DC offset from that used for conventional gamut with one-bit extension, as shown by equations 6, Table 3, i.e. 160 instead of 16. This is because the levels of the gamma pre-corrected extended gamut RGB signals exceed the dynamic range specified in Recommendations ITU-R BT.601 and ITU-R BT.1120, indicated by the dashed lines in Fig. 1 (a)-(c). However, as with the analogue signals, quantized luminance and colour difference signals for conventional gamut and extended gamut are both accommodated within the dynamic ranges specified in Recommendations ITU-R BT.601 and ITU‑R BT.1120, as indicated by the dashed lines in Fig. 2 (a)-(c). It follows that for compatibility, conversion from quantized RGB signals to quantized luminance and colour difference signals require a different offset for the luminance signal as shown by equations 7, Table 3.





Figure 1

RGB signal levels for the Pointer colours
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(a) E΄R
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(b) E΄G
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(c) E΄B





Figure 2


Luminance and colour-difference signal levels for the Pointer colours
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(a) E΄Y
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(b) E΄CB
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(c) E΄CR


Annex 2

Digital processing of inverse opto-electronic transfer characteristics

Linear matrix is inevitable for the extended colour gamut system in particular to accommodate the RGB signals to display’s primary colours. Before the linear matrix, it is necessary to apply inverse opto-electronic characteristics. 

Digital signal level of gamma-pre-corrected (non-linear) RGB signal at the connection point (L = () between the linear and the exponent equations in Equation (1) in Table 1 is determined as follows;

conventional colour gamut system:
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extended colour gamut system:
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where, ( = 0.018053968510807... as derived by Equation (2) in Table 1. The digital signal levels of gamma-pre-corrected (non-linear) RGB signal at the connection point are listed below for the quantization bit-lengths of 8 to 16.

Table 4 


Gamma pre-corrected RGB signal levels at the connection point of
opto-electronic transfer characteristics

		Quantization bit-length for R’G’B’ signal

		R’G’B’ signal levels at the connection point



		

		Conventional colour gamut system

		Extended colour gamut system



		8

		34

		71

		89



		9

		68

		142

		178



		10

		135

		284

		356



		11

		270

		569

		711



		12

		541

		1 138

		1 422



		13

		1 081

		2 275

		2 845



		14

		2 163

		4 551

		5 689



		15

		4 325

		9 101

		11 379



		16

		8 651

		18 203

		22 757





In order to obtain linear RGB signals, the inverse of Equation (1) should be applied, where the signal levels at the connection point are to behandled by the exponent equations.

Annex 3

Derivation of integer coefficients of luminance 
and colour-difference equations


Digital systems may introduce computation errors in the luminance and colour-difference signals due to the finite bit-length of the equation coefficients. Also, digital luminance and colour‑difference signals may take slightly different values depending on the signal processing sequence, i.e. the discrepancy between signals quantized after analogue matrixing and signals digitally matrixed after quantization of RGB signals. This also holds of the transformation from luminance and colour-difference signals to RGB signals. To minimize such errors and discrepancies, the integer coefficients for the digital equations should be optimized. The optimization procedure and the resultant integer coefficients for several bit-lengths are given in the following.

Note: 

l denotes the bit-length of the integer coefficients, m and n denote the bit-lengths of digital signals as defined in Table 3, and p denotes m-n for the conventional colour gamut system and m-n+1 for the extended colour gamut system.

1
Digital equations


1.1
Luminance and color-difference equations

The digital luminance equation is described as follows:


















[image: image80.wmf](


)


[


]


Y


p


B


G


R


Y


C


D


D


D


D


+


×


+


+


=


2


0722


.


0


7152


.


0


2126


.


0


 


INT



(1)





[image: image81.wmf]ú


û


ù


ê


ë


é


+


×


÷


ø


ö


ç


è


æ


+


+


=


Y


p


B


l


Y


G


l


Y


R


l


Y


C


D


r


D


r


D


r


2


2


2


2


 


INT


3


2


1



(2)





[image: image82.wmf]ú


û


ù


ê


ë


é


+


×


÷


ø


ö


ç


è


æ


+


+


»


Y


p


B


l


Y


G


l


Y


R


l


Y


C


D


k


D


k


D


k


2


2


2


2


 


INT


3


2


1



(3)


where CY denotes a constant value for a given signal bit-length, and r and k denote the real values of the coefficient and the integer coefficients, respectively, given below.
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The digital colour-difference equations are described as follows:
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where CCB and CCR denote a constant value for a given signal bit-length, and r and k denote the real values of the coefficient and the integer coefficients, respectively, given below.
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1.2
Inverse transformation


The digital inverse transformation is described as follows:
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where CRGB, CCB and CCR denote a constant value for a given signal bit-length, and r and k denote the real values of the coefficient and the integer coefficients, respectively, given below.
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2
Optimization procedure


Equation (3) shows the digitally matrixed luminance signal which includes computation errors due to the finite bit-length of the integer coefficients. When the coefficient bit-length is increased, the argument (the value in [ ]) of equation (3) gets close to that of equation (2), resulting in the reduced errors or discrepancies between the equations. Therefore, the difference between the arguments of equations (2) and (3) can be regarded as a measure of the integer coefficient optimization. As the difference of arguments depends on input RGB signals, “Least Square Error” optimization is defined, in which the integer coefficients are adjusted in such a way that the sum of the squared difference over all inputs falls into the minimum value, that is, the value of equation (10) is minimized.
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(10)


In addition to providing the minimum r.m.s. errors, this LSE optimization automatically minimizes the peak error that takes place at a particular input colour (a particular combination of input RGB signals), as well as the discrepancy between different signal processing sequences (analogue-matrixing and digital-matrixing).


The optimization procedure is as follows:


Step 1: For the initial value of each integer coefficient 
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 (j  1, 2, 3), take the nearest integer to the real value of the coefficient 
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Step 2: With the initial integer coefficients, calculate the r.m.s. errors or the squared difference sum (equation (10)) over the input RGB signal range, e.g., 16 through 235 for an 8-bit system (a simple calculation method without using summation is described in § 1.3);


Step 3: Examine the r.m.s. errors when increasing/decreasing each integer coefficient by one. 27 (33) combinations must be evaluated in total, because each coefficient can take three values, i.e. increased, decreased and unchanged from the initial value.


Step 4: Select the combination of the coefficients that gives the minimum r.m.s. error. This combination is the resultant optimized one.


The same procedure is applied for the colour-difference equations, using equations (11) and (12).
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(12)

Likewise, integer coefficients for the inverse transformation can be optimized.

3
Simple calculation method for squared difference sum


By expressing the difference between integer and real coefficients value as (ij  kij – r'ij, and the digital RGB signals as Xj, the sum of the squared differences of equations (10)-(12) can be written as the following:
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(13)

where L and H denote the lower and upper boundaries of the input signal range, respectively, for which the integer coefficients are to be optimized.


As L and H are constant in the digital system under consideration, the summations for Xj are also constant. Then equation (13) can be expressed as a function only of (ij.
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(14)


where:
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Thus the calculation of r.m.s. errors or equations (10)-(12) can be simply performed by equation (14).










































































































































































4
Optimized integer coefficients


The resultant optimized integer coefficients are listed below for the coefficient bit-lengths of 8-16.


TABLE 5

Optimized integer coefficients 

		Coeff.
bits

		Denominator

		Luminance Y

		Colour-difference CB

		Colour-difference CR



		l

		2l
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		8

		256

		54

		183

		19

		–30

		–101

		131

		131

		–119

		–12



		9

		512

		109

		366

		37

		–60

		–202

		262

		262

		–238

		–24



		10

		1 024

		218

		732

		74

		–120

		–404

		524

		524

		–476

		–48



		11

		2 048

		435

		1 465

		148

		–240

		–807

		1 047

		1 047

		–951

		–96



		12

		4 096

		871

		2 929

		296

		–480

		–1 615

		2 095

		2 095

		–1 903

		–192



		13

		8 192

		1 742

		5 859

		591

		–960

		–3 230

		4 190

		4 189

		–3 805

		–384



		14

		16 384

		3 483

		11 718

		1 183

		–1 920

		–6 459

		8 379

		8 379

		–7 611

		–768



		15

		32 768

		6 966

		23 436

		2 366

		–3 840

		–12 918

		16 758

		16 758

		–15 221

		–1 537



		16

		65 536

		13 933

		46 871

		4 732

		–7 680

		–25 836

		33 516

		33 516

		–30 443

		–3 073



		NOTE 1 – The underlined italic indicates the values modified from the initial nearest integer by the optimization.


NOTE 2 – For the conventional colour gamut system, the RGB signal region used in the optimization is the nominal signal range of 16 × 2n–8 – 235 × 2n–8 for an n-bit system. For the extended colour gamut system, it is the maximum signal range of 1 × 2n–8 – 254 × 2n–8.









		

		

		

		

		



		

		

		



		



		



		



		



		



		



		



		



		





		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		



		











TABLE 6

Optimized integer coefficients for inverse transformation


		Coeff.
bits

		Denominator

		R

		G

		B



		l

		2l
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		8

		256

		256

		0

		394

		256

		–47

		–117

		256

		464

		0



		9

		512

		512

		0

		788

		512

		–94

		–234

		512

		929

		0



		10

		1 024

		1 024

		0

		1 577

		1 024

		–188

		–469

		1 024

		1 858

		0



		11

		2 048

		2 048

		0

		3 153

		2 048

		–375

		–937

		2 048

		3 715

		0



		12

		4 096

		4 096

		0

		6 306

		4 096

		–750

		–1 875

		4 096

		7 431

		0



		13

		8 192

		8 192

		0

		12 613

		8 192

		–1 500

		–3 749

		8 192

		14 862

		0



		14

		16 384

		16 384

		0

		25 226

		16 384

		–3 001

		–7 499

		16 384

		29 724

		0



		15

		32 768

		32 768

		0

		50 451

		32 768

		–6 001

		–14 997

		32 768

		59 447

		0



		16

		65 536

		65 536

		0

		100 902

		65 536

		–12 002

		–29 994

		65 536

		118 894

		0



		NOTE 1 – The YCbCr signal region used in the optimization is the maximum signal range of 1 × 2n–8 – 254 × 2n–8 for an n-bit system.





Appendix 1

Transmissible color gamut of conventional and extended colour gamut systems

This Appendix shows a transmissible colour gamut of the conventional and the extended colour gamut systems, on the CIE 1931 (x, y)-chromaticity diagram. The graphs show a transmissible colour gamut for each luminance Y with an interval of 0.1, as well as the primary colours, 
the reference white and the spectral locus. 

1
Conventional colour gamut system

A transmissible colour gamut of the conventional colour gamut system as specified in clause 6 of Table 3 is shown in Fig. A-1. The transmissible colour gamut by the RGB signals and by the YCbCr signals are identical.

Figure A-1


Transmissible colour gamut by conventional colour gamut system
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2
Extended colour gamut system


2.1
RGB signals

A transmissible colour gamut by the RGB signals for the extended colour gamut system as specified in clause 6 of Table 3 is shown in Fig. A-2.

Figure A-2

Transmissible colour gamut by RGB signals of extended colour gamut system

[image: image259.png]





2.2
YCbCr signals


A transmissible colour gamut by the YCbCr signals for the extended colour gamut system as specified in clause 6 of Table 3 is shown in Fig. A-3. When the YCbCr signals are derived from the quantized RGB signals as specified in clause 7 of Table 3, the transmissible colour gamut is as shown in Fig. A-4.

Figure A-3

Transmissible colour gamut by YCbCr signals of extended colour gamut system
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Figure A-4

Transmissible colour gamut by YCbCr signals derived from quantized RGB signals of extended colour gamut system 
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* 	Radiocommunication Study Group 6 made editorial amendments to this Recommendation in 2002 in accordance with Resolution ITU�R 44.
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		Preliminary Draft revision of recommendation itu-R bS.1770-1



		Algorithms to model audio programme loudness
and to estimate true-peak audio level





(Question ITU 2/6)

Summary

This draft revision of Recommendation ITU-R BS.1770-1 improves the Recommendation in two areas. First, the low frequency effects channel is included into the loudness model. Second, a gating capability is added so that the integration of the loudness model is paused when the audio level is below a threshold. 

Preliminary draft revision of RECOMMENDATION ITU-R BS.1770-1


Algorithms to model audio programme loudness
and to estimate true-peak audio level


(Question ITU-R 2/6)


(2006-2007)

Scope


This Recommendation specifies audio measurement algorithms for the purpose of determining the subjective loudness of broadcast audio programmes, and true-peak signal level. 


The ITU Radiocommunication Assembly,


considering 


a)
that modern digital sound transmission techniques offer an extremely wide dynamic range;


b)
that modern digital sound production and transmission techniques provide a mixture of mono, stereo and multichannel formats and that sound programmes are produced in all of these formats;


c)
that listeners desire the subjective loudness of audio programmes to be uniform for different sources and programme types;


d)
that many methods are available for measurement of audio levels but that existing measurement methods employed in programme production do not provide indication of subjective loudness;


e)
that, for the purpose of programme exchange, it is essential to have a single recommended algorithm for objective estimation of subjective loudness;


f)
that future complex algorithms based on psychoacoustic models may provide improved objective measures of loudness for a wide variety of audio programmes;


g)
that digital media overload abruptly and may behave unpredictably on overload, and thus even momentary overload should be avoided,


considering further


h)
that peak signal levels may increase due to commonly applied processes such as filtering or bit-rate reduction;


j)
that existing metering technologies do not reflect the true-peak level contained in a digital signal since the true-peak value may occur in between samples;


k)
that the state of digital signal processing makes it practical to implement an algorithm that closely estimates the true-peak level of a signal;


l)
that use of a true-peak indicating algorithm will allow accurate indication of the headroom between the peak level of a digital audio signal and the clipping level,


recommends


1
that when a simple numerical model of the loudness of an audio channel or programme is required to facilitate programme delivery and exchange, the algorithm specified in Annex 1 should be used;


2
that methods employed in programme production and post-production to indicate programme loudness may be based on the algorithm specified in Annex 1; 


3
that when an indication of true-peak level of a digital audio signal is required, the measurement method should be based on the guidelines shown in Annex 2, or on a method that gives similar or superior results,


NOTE 1 – Users should be aware that measured loudness is an estimation of subjective loudness and involves some degree of discrepancy depending on listeners, audio material and listening conditions.

further recommends


1
that further work should be conducted to extend the algorithm specified in Annex 1 to provide indication of short-term loudness;


2
that consideration should be given to the possible need to update this Recommendation in the event that new loudness algorithms are shown to provide performance that is significantly improved over the algorithm specified in Annex 1.


Annex 1

Specification of the objective multichannel 
loudness modelling algorithm


This Annex specifies the multichannel loudness modelling algorithm. Figure 1 shows a block diagram of the various components of the algorithm. Labels are provided at different points along the signal flow path to aid in the description of the algorithm. The block diagram shows inputs for five main channels (left, centre, right, left surround and, right surround) and an additional channel for low-frequency effects; this allows monitoring of programmes containing from one to six (or so-called 5.1) channels. For a programme that has fewer than six channels, some inputs would not be used. 




Figure 1


Block diagram of multichannel loudness algorithm
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The first step of the algorithm applies a 2-stage pre-filtering of the signal. The first stage of the pre-filtering accounts for the acoustic effects of the head, where the head is modelled as a rigid sphere. The response is shown in Fig. 2. 

Figure 2


Response of stage 1 of the pre-filter used to account for the acoustic effects of the head



[image: image4.wmf]

The stage 1 pre-filter is defined by the filter shown in Fig. 3 with the coefficients specified in Table 1.


Figure 3


Signal flow diagram as a 2nd order filter
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TABLE 1


Filter coefficients for the pre-filter to model a spherical head


		

		

		b0

		1.53512485958697



		a1

		−1.69065929318241

		b1

		−2.69169618940638



		a2

		0.73248077421585

		b2

		1.19839281085285





These filter coefficients are for a sampling rate of 48 kHz. Implementations at other sampling rates will require different coefficient values, which should be chosen to provide the same frequency response that the specified filter provides at 48 kHz. The values of these coefficients may need to be quantized due to the internal precision of the available hardware. Tests have shown that the performance of the algorithm is not sensitive to small variations in these coefficients.


The second stage of the pre-filter applies the RLB weighting curve, which consists of a simple high-pass filter as shown in Fig. 4.


Figure 4


RLB weighting curve
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The RLB weighting curve is specified as a 2nd order filter as shown in Fig. 3, with the coefficients specified in Table 2.


TABLE 2


Filter coefficients for the RLB weighting curve


		

		

		b0

		1.0



		a1

		−1.99004745483398

		b1

		−2.0



		a2

		0.99007225036621

		b2

		1.0





These filter coefficients are for a sampling rate of 48 kHz. Implementations at other sampling rates will require different coefficient values, which should be chosen to provide the same frequency response that the specified filter provides at 48 kHz.


With the pre-filtering applied, the mean-square energy in the measurement interval T is then measured as:






[image: image7.wmf]ò


=


T


i


i


dt


y


T


z


0


2


1



(1)


where yi is the input signal filtered by  the two-stage pre-filter to model the head effects, and the RLB weighting curve. (i = L, R, C, LS, RS, LFE). For sample periods where no yi has a magnitude greater than [.005], the integration is not performed and T is not incremented. (This step gates the measurement, such that signals smaller than 
[−46 dBFS] do not contribute to the measurement, i.e. the measurement gates off unless the signal content (after frequency weighting) in some channel is greater than [−46 dBFS]). 


Once the weighted mean-square level, zi, has been computed for each channel, the final step is to sum the N channels as follows:
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The frequency weighting in this measure, which is generated by the pre‑filter (concatenation of the stage 1 compensation for the acoustic effect of the head, and the stage 2 RLB weighting), is designated K weighting. The numerical result for the value of loudness that is calculated in equation (2) should be followed by the designation LKFS. This designation signifies: Loudness, K weighted, relative to nominal full scale. The LKFS unit is equivalent to a decibel in that an increase in the level of a signal by 1 dB will cause the loudness reading to increase by 1 LKFS.


If a full-scale 1 kHz sine wave is applied to the left, centre, or right channel input, the indicated loudness will equal –3.01 LKFS. 


The weighting coefficient for each channel is given in Table 3.


TABLE 3


Weightings for the individual audio channels 


		Channel

		Weighting, Gi



		Left (GL)

		1.0 (0 dB)



		Right (GR)

		1.0 (0 dB)



		Centre (GC)

		1.0 (0 dB)



		Left surround (GLS)

		1.41 (~ +1.5 dB)



		Right surround (GRS)

		1.41 (~ +1.5 dB)



		Low frequency effects (GLFE)

		[10 (10 dB)]





It should be noted that while this algorithm has been shown to be effective for use on audio programmes that are typical of broadcast content, the algorithm is not, in general, suitable for use to estimate the subjective loudness of pure tones. 


For indication of long-term loudness, the integration time T can be chosen based on the application. As noted, the long-term integration is gated on when the signal content has a magnitude greater than the gating threshold of [−46] dBFS, and the integration is paused when the signal level falls below the threshold. 

Editorial note: 

The balance of Recommendation ITU-R BS.1770-1 is not modified, so attach the existing Appendix 1 to Annex 1, and Annex 2 (including Appendix 1 to Annex 2). 
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		PRELIMINARY DRAFT NEW REPORT



		Digital Three-Dimensional (3D) TV Broadcasting





Summary


Digital three-dimensional (3D) television broadcasting may be described in general terms as the means of conveying to the viewer the realistic impression of depth to the scene that is being portrayed, resulting in a much greater sense of “immersion” or “being there”.  


In its simplest form, the illusion of depth may be presented using a two-dimensional display as in stereoscopic television. Historically, various means have been adopted to ensure that the correct “left” and “right” images reach each eye, such as coloured or polarized spectacles and, more recently, two-dimensional auto stereoscopic displays. 


More advanced forms of auto stereoscopic display in conjunction with multiple camera systems are under development that allow viewers to set their preferred viewpoint and change it continuously in a range determined by the number of cameras and their allocation – so-called “Free viewpoint television” (FTV) as described in Annex 1. 


For the longer-term future, there are theoretical studies on possible new forms of “object wave recording” that could allow three-dimensional television images to be presented on new types of holographic display.


At the start of a new Study Period, it would seem appropriate for Study Group 6 to study digital three-dimensional broadcasting in a comprehensive way and not to constrain its studies to traditional techniques for the image capture and presentation of three-dimensional images. 


It is therefore proposed to study the various related aspects of multifunctional Digital Three‑Dimensional (3D) TV Broadcasting as outlined in the text for a draft new Question (see Doc. 6/71).


Annex 1

Introduction to free viewpoint television

FTV stands for “free viewpoint television”. FTV activities in MPEG are aiming to establish a standard for providing viewers with the ability to view video from any viewpoint and with any view-direction. To generate FTV video signals, a multiple-camera system is used. Intermediate view-images in between real existing cameras are generated by a view interpolation technique. On a 2D display, viewers can set their preferred viewpoint and change it continuously in a range determined by the number of cameras and their allocation. A stereoscopic TV including an auto-stereoscopic system is also a focus in FTV standardization. In MPEG, FTV data format, compression, etc. are discussed. The word “FTV” is used in the discussion, although there is much research relating to FTV that is not titled as such. This report introduces those standardization and research activities.
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1
Outline of FTV [1][2]


An example of an FTV system is shown in Fig. 1. Although this figure indicates that the cameras are parallel to each other, other camera allocations are possible, such as an arch or a circle. A two-dimensional camera array is also considered. A disparity map is generated from the multiple camera images, representing the location difference of corresponding pixel pairs between two cameras. An explanation of the disparity is described in chapter 3.3. The FTV encoder/decoder is a compression system for multiple camera videos. In addition, the depth maps are compressed in the encoder and the decoded disparity map is used for view interpolation. When a viewer watches a 2D display, she/he can change her/his viewpoint and view-direction through a user interface. Auto stereoscopic images, such as lenticular images, can be generated from the decoded multiple videos by associating with the view interpolation.


Figure 1


Example of FTV system
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2
FTV in MPEG


2.1
Overview


The 3DAV (3D Audio Video) AHG (Ad hoc group) studied applications and requirements of 3D video and 3D audio from 2001 to 2004. Representation formats were discussed for an omnidirectional video, and FTV and the compression scheme for stereoscopic video. 


Following this, MVC&FTV standardization activities started. MVC (multiview video coding) was mainly discussed and will be standardized in 2008. The MVC standard will be defined as an extension of H.264/AVC with some new techniques such as spatial/temporal prediction to improve compression efficiency [3][4]. The view interpolation functionality is not mandatory in the standard. MVC will be used as a part of FTV, for which activities will start in 2008.


2.2
MVC


The principal requirements of MVC are indicated in Table 1 [5]. Although a view interpolation functionality was discussed for MVC, it has carried over to FTV standardization activities.


Table 1


Principal requirements for MVC


		Compression efficiency

		MVC shall provide high compression efficiency relative to the independent coding of each view of the same content. Some overhead such as camera parameters may be necessary for facilitating view interpolation (i.e., trading coding efficiency for functionality). However, the overhead data should be limited in order to increase acceptance of the new services.



		View scalability

		MVC shall support a scalable bitstream structure to allow for access to selected views with minimum decoding effort. This enables the video to be displayed on a multitude of different terminals and over networks with varying conditions.



		View random access

		MVC shall support random access in the view dimension. For example, it shall be possible to access a frame in a given view with minimal decoding of frames in the view dimension.



		Free viewpoint scalability

		MVC shall support a scalable bitstream structure to allow for access to partial data from which new views can be generated (i.e., not original camera views but those generated from them). Such content can be delivered to various types of displays. This enables the functionality of free viewpoint navigation on a scalability basis.



		Spatial random access

		MVC should support random access to a spatial area in a picture. This may be treated as a view random access if a view is composed of several spatially smaller views.



		View generation

		MVC should enable robust and efficient generation of virtual views or interpolated views.





New technologies proposed for MVC are summarized below. 


1)
Spatial/temporal prediction


As many cameras target a common object from different viewpoints in a multiview video system, the camera images can be correlated. By using this feature, a spatial prediction scheme as well as the temporal prediction used in MPEG video compression standards can be applied to MVC. An average gain of 1.5 dB has been reported [6].


Spatial prediction can also be called inter-view prediction. In temporal prediction, a motion vector is used, while in spatial prediction, a disparity vector is used. An example of a spatial/temporal prediction structure where the GoP size is 8 [7] is shown in Fig. 2. In this case, the B-picture has a hierarchical structure because some B-pictures are used as reference pictures for other B-pictures. 


Figure 2


Example spatial/temporal prediction structure



[image: image3]

2)
View interpolation prediction


View interpolation generates intermediate images in between camera images by using a disparity map. For instance, if the images from camera 2 in Fig. 2 could be interpolated from camera 1 and camera 3, those interpolated camera 2 images could be used for a prediction with pixel accuracy. Two approaches can be supposed for the view interpolation prediction. In the first one, the disparity map is generated in a decoder from received multiview video signals. In the second one, the disparity map is generated in an encoder and transmitted to a decoder. View interpolation prediction achieving a PSNR gain of more than 3 dB relative to independent coding of all the views has been reported [8].


3)
Illumination compensation


Video compression efficiency is known to degrade due to temporal changes in illumination. This means that the same degradation could occur in the spatial prediction in MVC when the illumination for each camera is different or the video signal levels of the multi-camera are different. To deal with this, a block-based illumination compensation scheme in the spatial prediction has been proposed. In the scheme [9], a block is decomposed into the block’s mean and its zero mean signal. Then a matching error between the reference block and a current block is estimated by combining the difference of the means and the difference of the zero mean signals.


MPEG-MVC carried out subjective tests to evaluate MVC compression algorithms proposed. As the results of the subjective tests, MVC coding technologies indicated significant gains over view independent coding using H.264/AVC [10]. 


2.3
FTV


FTV aims to establish a very versatile compression standard with a wide range of applications, for example, TV broadcasting, package media, games, video production, archives, etc. FTV is related to various technologies, such as compression, computer vision, stereoscopic systems, etc.


An FTV reference model is shown in Fig. 5 [2]. The FTV data format, decoder, and view interpolation are considered to be candidate modules for standardization. FTV data consists of components such as multiple videos, disparity maps, camera parameters, etc. The correction/conversion module is necessary for preprocessing videos (i.e. rectifying misalignment 


and normalizing colours) prior to disparity map detection and view interpolation. The encoder module compresses the FTV data. The decoder module decompresses its input bit stream and reconstructs the data components. The view interpolation module generates free viewpoint videos along with specifications for the display. 


Figure 5


FTV reference model
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A more detailed architecture of an example FTV decoder is depicted in Fig. 6 [5]. Input streams to the FTV decoder include multiview video elementary information, video resource management information, camera parameters information, and timing information. In this architecture, the MVC decoder provides reconstructed video data, which is then used in generating a view. Note that camera parameters may also be used during MVC decoding. Video resource management information may be used for managing the picture memory in an efficient way and for generating predictive images for the MVC decoder. Finally, a view is generated in accordance with the video data information and associated camera parameters information.


Figure 6


Example architecture of FTV decoder
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The requirements for an FTV video system are summarized in Table 2. The FTV data should be supported in order to describe several kinds of data. On the other hand, the requirements for compressing video data are not described because the videos are supposed to be compressed under existing video compression standards [5]. 


Table 2


Requirements for FTV video system


		Requirements for: 

		FTV data format

		Compression on depth

		Interpolation



		Items:

		–
Video data


–
Depth map


–
Camera parameters


–
Additional data


–
Low complexity for editing


–
Applicability

		–
Compression efficiency


–
Synthesis accuracy

		–
Control of rendering images


–
Specification of rendering parameters


–
Low complexity


–
Display types


–
Scalability





In these applications and technologies, it was decided to initially address the stereoscopic video as a part of FTV [2]. This aimed to set standards for the data format and the disparity compression scheme for stereoscopic video.


SSV (stereoscopic video) was proposed in MPEG-C part 3 [11]. MPEG-C part 3 is a different study group from MPEG-FTV. But SSV seems to have a relation with FTV. In SSV, a 2D video associated with a disparity map is compressed using two conventional video CODECs. Auto stereoscopic videos are reconstructed in a receiver from the 2D video with the disparity map.


3
Research activities


3.1
Overview


From a research viewpoint, FTV technology can be characterized by a combination of compression and computer vision. As compression was mentioned in section 2, this section introduces research activities in computer vision. References [12]-[14] give good overviews of FTV and 3DTV.


Many researches relating to FTV and 3DTV are known. We could roughly categorize the researches into three types of approaches: ray-based, image-based, and model-based. 


3.2
Ray-based approach


The ray-space method [15], light field method [16], and Lumigraph [17] are categorized as ray‑based approaches. A feature of these methods is the use of a large number of cameras. 


The ray-based approach is conceptualized in Fig. 7. A camera array captures light-rays from an object, and a virtual camera is placed to generate a novel view. The novel view is reconstructed from rays passing over the lens-center of the virtual camera and over those of the camera array. If the density of the camera array is enough, the novel view image is generated from only the real rays. If the density is not enough, virtual rays can be interpolated from the real rays. 


When the camera array is two dimensional, the light-ray are parameterized by the 2D camera position and the 2D pixel position. So the light-ray can be described with a 4D function called Plenoptic function [18]. 


Figure 7


Ray-based approach
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3.3
Image-based approach


In this approach, intermediate view images are interpolated from adjacent camera images in accordance with disparity map, so this approach is relevant to FTV. 


The disparity map consists of disparity data generated pixel by pixel. The disparity is defined by the location difference of corresponding pixel pairs between two cameras (Fig. 8). The disparity is obtained by searching for a corresponding pixel on a scanning line. 


Figure 8


Detecting correspondence
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A virtual view image between real cameras can be interpolated along with the disparity. A basic method of view interpolation is shown in Fig. 9. A correct disparity map is necessary to generate novel view images with high quality.


Figure 9


View interpolation
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Although the disparity search and view interpolation algorithms have been studied for many years, they are still main subjects in computer vision research [19]-[22]. See Appendix B.


CPU power is needed for calculating the disparity or depth map. To avoid this need, representing scene geometry by a set of planes has been researched [22][23]. This method has worked well in generating virtual view images for a soccer scene. 


Some image-based systems are actually currently used in producing TV programmes. Many cameras instead of view interpolation processing are used. The Eye-Vision is a typical system [24]. It was developed by Carnegie Mellon University and is applied to live broadcasts of the Super Bowl. NHK has developed a similar system: multiview HDTV [25]. See Appendix C.


3.4
Model-based approach


In the model-based approach, a 3D model of an object is generated from multiple camera images. The 3D model has the geometrical shape information of the object and is described in CG format with vertices, polygons, texture, etc. [26]-[29]. A motion 3D video can be obtained by generating 3D models frame by frame in captured video sequences.


In this approach, the volume intersection is a main algorithm. As shown in Fig. 10, silhouette images are used. By back-projecting a silhouette image into 3D virtual space, a conical shape is produced, indicating the 3D region in which the real object can exist. A common 3D region of conical shapes from each camera represents the 3D shape of the object. However, the 3D shape is not accurate because the silhouette image does not reflect the shape in detail. The shape needs to be refined by using some compensation algorithms: stereo matching, deformation algorithm, or graph cut algorithm, etc. 


Figure 10


Outline of volume intersection
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Because the 3D model is described in a CG format, the viewpoint and view direction can be changed in real time without any limitation by fully using the power of the GPU. In addition, synthesizing the 3D model with a 3D background is easy. 


BBC R&D has developed the iview system, which has been used to generate 3D models of football players in a field [30]. NHK is also developing a 3D video archiving system using the model-based method [31]. See Appendix D.
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Appendix A

Ray-based approach


Here, the ray-space method developed by Nagoya Univ. is described. An example of this method is shown in Fig. A-1. Cameras arrayed in a line capture the rays going through the visual field, indicated as a rectangle in Fig. A-1 (a). Each ray is generally defined by its position 
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 in the visual field. However, when the view position is changed horizontally, the rays are described by 
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. In this case, the captured images of each camera are stacked like the cube shown in Fig. A-1 (b). This image cube is called ray-space and is packed with captured and interpolated images. Fig. A-2 is a top view of Fig. A-1 (b) and shows the outline of the interpolation. As each subject, the sphere and cube in Fig. A-1, lines up in the x-u plane, an intermediate view can be generated by using adaptive-directional pixel interpolation. This process is simpler than view interpolation (described in Appendix B) because the cameras are placed at short intervals. By slicing the ray-space perpendicularly to the x-u plane, an arbitrary view image can be generated. 


Figure A-1


Acquisition of ray-space
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Figure A-2


Interpolation in ray-space
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Please refer to the following article.


Nagoya Univ.: M. Tanimoto, “Free Viewpoint Television – FTV”, in Proc. of Picture Coding Symposium PCS’ 2004, Dec. 2004. http://www.ece.ucdavis.edu/PCS2004/

Appendix B

Image-based approach


In this approach, intermediate view images are interpolated from adjacent camera images in accordance with disparity information, so detecting correct disparity information is key. A basic algorithm for this is the stereo matching algorithm that pixel by pixel finds correspondence between a left and a right camera images. As the algorithm is unstable, it is implemented with a regularization technique. As an example, the segmentation-based stereo algorithm is described as follows.


In this example, eight cameras are arranged along a horizontal arc. Each camera has a 1 024 × 768 resolution. An outline of the algorithm is shown in Fig. B-1. In the segmentation step, images are segmented according to absolute difference in colour. Small segments are merged with their most similar neighbors to increase local support. Initial disparities are computed segment by segment in the second step. In the third step, the initial disparity is refined by enforcing a smoothness of disparities between neighbouring segments and a consistency between images. Following the coarse disparity smoothing, the disparity map is smoothed by adaptive averaging and 2D filtering. Boundary matting is used in the view interpolation process to suppress artifacts due to large disparity transitions. 


Figure B-1


Outline of segmentation-based stereo algorithm
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Please refer to the following article in which details are discussed with figures and pictures. A compression scheme is also discussed.


Microsoft Research: C.L. Zitnick, S.B. Kang, M. Uyttendaele, S. Winder, and R. Szeliski, “High‑quality Video View Interpolation using a Layered Representation”, SIGGRAPH 2004. <http://research.microsoft.com/~larryz/ZitnickSig04.pdf>


Appendix C

Image-based approach without view interpolation


This approach is not FTV, but it is very practical for a real broadcasting application. Here, a multiview HDTV system, developed by NHK, is introduced. 


The multiview HDTV system consists of HDTV cameras and of PCs (Fig. C-1). The HDTV cameras are placed to surround a target subject. The system records HD-SDI signals from the HDTV cameras synchronously with precise timing and replays HD images in a video path so that it appears as if a camera is moving around the subject. An example of the video path is shown in Fig. C-2. To converge all the shooting directions of the cameras on the subject, the captured HD‑images are compensated by the projective transformation. This process only takes several seconds because the GPU is fully utilized. An example of a replay by the multiview HDTV is shown in Fig. C-3. Although the cameras are fixed, this system can virtually move the convergence point by combining the projective transformation and the digital zooming. This system is easy to set up in real sport events and works in semi-real time.



FIGURE C-1
FIGURE C-2


System overview
Example of video path
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Figure C-3


Example of multiview HDTV
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NHK: K. Tomiyama, K. Hisatomi, M. Katayama and Y. Iwadate, “Advanced video image technologies for sports TV productions”, Proc. of NAB 2008 (to appear Apr. 2008).


Appendix D

Model-based approach


This research example aims to preserve Japanese traditional performing arts as a dynamic 3D model. A 3D capture studio in which 40 cameras are placed around a human subject is shown in Fig. D‑1. Colour cameras with XGA resolution (1 024 × 768) were used for synchronous shooting of video.


Figure D-1


3D capture studio
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(a) 3D capture studio
(b) Camera allocation


A stereo matching (disparity detection) method is used to compensate an initial 3D shape obtained by volume intersection. The texture mapping method used here maps optimum camera images that are automatically selected depending on the virtual viewpoint. This texture mapping method can reproduce a high-resolution texture almost equal to the original captured image. An example of a generated wire frame model is shown in Fig. D-2. The shape is visibly improved by the stereo matching. A final 3D video synthesized with a CG background is shown in Fig. D-3. In the 3D video system, a viewer can interactively control the view position and direction in real time.



Figure D-2
Figure D-3



Generated 3D model
Synthesized scene
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(a: Volume intersection.  b: After stereo matching.)



(Background is CG)


NHK: K. Tomiyama, M. Katayama, Y. Orihara, and Y. Iwadate, “Arbitrary Viewpoint Images for Performances of Japanese Traditional Art”, Proc. of CVMP 2005, pp. 68-75, Nov. 2005.
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