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Introduction

The implementation of DTTB services in parallel with existing analogue services in several countries has created the need to refine some of the traditional computer-based frequency planning techniques to enable a greater degree of accuracy in coverage prediction. 

Whereas analogue systems fail rather gracefully, the “cliff-edge” failure characteristics of digital systems can mean that in some situations “holes” in DTTB coverage will result from the various factors that affect signal coverage. These include, but may not be restricted to, propagation characteristics of the bands used for DTTB transmissions, limits imposed on DTTB transmission power in order to protect the existing analogue services, terrain obstruction and man-made clutter. 

Clearly the identification of geographic areas where such holes might be expected is important for coverage planning as well as for the receiver retail trade, where clear advice to potential viewers is essential. 

It is for these reasons that improved coverage prediction methods have been introduced in a number of countries with considerable success, and that it is considered important that the new methods being developed are studied and documented by ITU with a view to achieving an appropriate degree of standardization worldwide. 

This Report provides a brief outline of the results of comparisons between predicted and measured signal levels as reported by some administrations. These results show wide divergences between predicted and measured signal levels in terms of both mean error and standard deviation of errors. While these variations may have been acceptable in analogue television planning, the rapid failure of digital television signals means that a much closer match of predictions with measurements is required. An approach is discussed for predicting received field strength with particular discussion of profile extraction, radial prediction and the use of clutter data to take into account the effect of buildings and trees. Transmitter and population databases are also discussed.

It should be noted that in addition to the ongoing systems work described in this Report, Radiocommunication Working Party 3K is in the process of developing a text on a site-specific propagation model for terrestrial services from about 30 MHz to about 5 000 MHz. This deterministic model will include the effects of terrain features, ground covers and buildings. It will also include location and time variability, and multipath effects. As a first step towards the development of the above text, Working Party 3K is actively evaluating several existing site-specific propagation models.

The purpose of developing the improved prediction models is to produce consistent prediction results between related planning organizations while taking advantage of the availability of terrain and clutter data and improvements in computer power. To obtain this consistency the prediction model must specify the full sequence of processing steps.

Bearing in mind that most new DTTB services will be introduced in parallel with the existing analogue television services, using the existing antenna and down lead, a further point of considerable practical importance is that of providing an accurate model of typical domestic receiver/antenna installations and the impact of losses in this area on the required received field strength. Some initial work on this problem is reported below with the suggestion that typically, the required “implementation margin” may be quite considerable.

1
Prediction error statistics
The following notes provide summaries of work undertaken by some administrations in the comparison of measured and predicted signal levels. 

1.1
United Kingdom (UK) results

The mean error and standard deviation for the BBC model assuming 500 m profile sampling resolution and the UKPM model assuming 500 m and 50 m resolution are presented in Table 3.

The better performance of the UKPM model is clearly illustrated by these results. It is also apparent that most of the performance gain is achieved by the inclusion of the clutter loss prediction algorithm which is further improved with the increased resolution.

The corresponding excess loss graphs are presented in Figs. 12 and 13. The relatively small scattering of the points in the UKPM model are a clear indication for its superior performance.

The validation of the UKPM model has been performed against the mean error, and the standard deviation of the error. 

1.2
Japanese results

Predicted field strength was compared with the result of field measurements for about 3 500 paths. Table 4 shows a summary of prediction accuracy statistics, as of 1999. Mean prediction error was 0.7 dB, and 70% of the errors were within 10 dB.
1.3
Comparison of measurements with field-strength predictions, Trondheim Area

An extensive programme of DVB-T measurements is in progress in Norway and the measurement database functionality of the CHIRplus_BC software of LS Telcom.

The measurement data has been provided by the broadcast operator, NORKRING.

The Trondheim area with the transmitter at Mosvik with DVB-T on 722 MHz was one area of consideration. The measurements there range from 5.5 to 86 km distance to the transmitter. Furthermore, the terrain is highly irregular with elevations ranging from sea level to more than 1 000 m. The majority of measurement points have no direct sight to the transmitter.

Initial results indicate that path specific 3-D models, that take into account reflections, have significant advantages in comparison with 2-D-models when dealing with mountainous terrain. Additionally, it is noted that passive echoes can contribute to the useful signal in a DVB-T system.

1.4 
Australian results

Signal strength data for surveys undertaken at 34 sites in 4 general locations on the Gold Coast in southern Queensland, Australia, were used as a base for comparison against prediction results. The Gold Coast region is generally suburban in nature, comprising mainly single and double-storey detached houses. The terrain ranges from open to densely vegetated (with trees taller than 15 m) and steeply undulating. 

The site and measurement information extracted from the survey reports was compared to 
predicted field strengths. The propagation models used in the simulations were Recommendation ITU‑R P.370-6 + RMD (reflection plus multiple diffraction loss), Recommendation ITU-R P.1546, Longley Rice v1.2.2, Anderson 2D v1.00 and Free Space + RMD. These propagation models used terrain data (approx 90 m resolution) by default and clutter data (approximately 500 m resolution) when specified. 

A summary of the analysis is given in Table 1.
TABLE 1

Differences between predicted and measured signal levels for the Gold Coast region of Australia

	
	Recommen-dation ITU-R P.370+RMD
	Longley-Rice
	Anderson 2D
	Free-Space+RMD
	Recommen-dation ITU-R  P.1546
	Recommen-dation ITU-R P.370+RMD
	Longley-Rice
	Anderson 2D
	Free-Space+RMD

	
	No clutter
	No clutter
	No clutter
	No clutter
	
	With clutter
	With clutter
	With clutter
	With clutter

	Max
	39.20
	39.20
	32.80
	36.10
	30.60
	29.20
	29.20
	27.60
	27.70

	min
	2.90
	–10.20
	–19.20
	5.10
	–7.10
	–7.10
	–20.70
	–30.70
	–8.10

	median
	21.15
	14.40
	14.65
	20.05
	14.70
	8.10
	0.25
	4.70
	8.10

	mean
	21.38
	12.86
	15.01
	20.54
	13.21
	9.39
	0.87
	4.95
	9.47

	std dev
	8.62
	13.34
	11.88
	8.43
	10.60
	9.12
	13.56
	12.84
	9.25

	NOTE – Positive value indicates that predicted level was higher than the measured level.


2
Field-strength prediction method

2.1
The method used in the United Kingdom (the UKPM)

The basis of UKPM is the prediction of received field strength at a location, taking into account the environment in between. This is based on the BBC field-strength prediction method, the principles of which are described by Causebrook [1974] and which has been used and subsequently developed by all United Kingdom planning organizations. An overview of the field-strength prediction process is shown in Fig. 1. Initially a terrain and clutter profile is generated for the path between transmitter and receiver. Terrain heights are then corrected to take into account the curvature of the Earth. The effective earth radius used in this calculation is modified according to the time percentage required for the prediction.

Figure 1

Overview of the field-strength prediction method


[image: image1.wmf]
The terrain profile is processed to select the terrain points that would be touched if a string was stretched between the transmitter and receiver (see Fig. 2). These points are termed “running edges”. Adjacent running edges which are close together may be grouped into a single virtual edge. The terrain diffraction algorithm then models the profile as a canonical object, (wedge, multiple knife edges or a cylinder) and computes the diffraction loss associated with these objects. Clutter losses, due to buildings and trees, are then calculated from the profile. Ducting and troposcatter losses are also taken into account, if the prediction is for a low percentage of time.

In the remainder of this section, some of these procedures are presented in more detail.

Figure 2

Definition of the running edges


[image: image2.wmf]
Terrain data

The terrain data used for the United Kingdom has a 50 m resolution, as supplied by the Ordnance Survey and Ordnance Survey of Northern Ireland. For areas outside the United Kingdom, which are important when predicting interference into the United Kingdom from other countries, the terrain data used is from the GLOBE 30” dataset (approximately 1 km resolution).

Clutter data

The main propagation obstacles close to the receiver are likely to be buildings and vegetation. These are identified using a clutter database of the United Kingdom. The most detailed data is derived from aerial photography and provides clutter characterization at a resolution of 25 m. It has 16 clutter classes and provides information on building and tree heights for major cities and towns. A 50 m resolution dataset is used for the remainder of the United Kingdom. This is derived from Land-sat satellite images and provides 10 clutter classifications and covers the whole of the United Kingdom. The two clutter data sets are combined to give the categories listed in Table 2. An example of the clutter map is shown in Fig. 3.

TABLE 2
Clutter classification scheme

	
	Clutter class
	Building height 
(m)

	1
	Water
	0

	2
	Open
	0

	3
	Open in urban
	0

	4
	Light Wood
	0

	5
	Low Suburban
	5

	6
	Embankment
	8

	7
	Suburban
	9

	8
	Wooded Suburban
	9

	9
	Wood
	0

	10
	High Suburban
	12

	11
	High Embankment
	15

	12
	Urban
	18

	13
	Tall Wood
	0

	14
	High Urban
	27

	15
	City
	40

	16
	High City
	50


Figure 3

Building clutter data
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Profile extraction

The objective of the profile extraction algorithm is to compute the shortest path between the transmitter and the receiver terminals, and retrieve terrain and clutter information along this path. Given that the terrain and clutter data we use are projected via a Transverse Mercator (TM) projection, if the distance between the two terminals is short, the shortest path between them can be approximated by a straight line (on the map). However, when computing the coverage of a high-power broadcasting station, the distance between the receiver and the transmitter can be longer than 100 km, therefore this approximation is no longer valid. In the UKPM we have used an algorithm, described by Ordnance Survey
, that takes the Earth’s curvature into account, and therefore accurately traces the correct curve that corresponds to the shortest path.

A common use for the UKPM is for predictions where the transmitter and receiver are in different countries and therefore in different grid systems. This could be dealt with in a number of ways, for example segmenting the profile into sections, each belonging to a single grid system or computing the latitudes and longitudes of the profile points along a great circle and then transforming these coordinates to the appropriate grid coordinates. However both these methods are unacceptably slow. 

For the UKPM we have adopted a simpler approach based on transforming all source terrain and clutter data to a single grid system. The single grid system used is an extended version of the United Kingdom National Grid System, which uses the Transverse Mercator projection1. 

The resulting algorithm is almost as fast as the extraction algorithm of the original BBC model, but is able to trace the path profile much more accurately.

Edge detection

Given a profile, the goal of the edge detection algorithm is to compute the diffracting edges, as shown in Fig. 2. This is achieved in a recursive fashion as illustrated in Fig. 4. The execution time of this algorithm is proportional to the number of points in the profile as well as to the number of edges. By moving to higher resolutions, both these numbers increase, and as a result, the complexity of the edge detection algorithm is proportional to the square of the increase in resolution.
Figure 4
Description of the edge detection algorithm
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Clutter loss computation

The clutter loss algorithm is designed to take into account the effect of buildings and trees in the area near to the receiver. Clutter loss is calculated separately for buildings and trees using the terrain and clutter data for the last 5 km of the profile. 

Buildings

The algorithm for the computation of path loss due to the presence of buildings is based on the multiple edge diffraction method followed in the BBC model. However, when computing diffraction from buildings, the clutter height, as presented in Table 2, is added to the terrain height, for all profile points whose clutter class indicates that they contain buildings. This method is essentially a modified Deygout method [1966], but up to three edges are considered, the main one and another edge on either side of it. The Causebrook correction [1974] is applied, to compensate for the fact that if two edges are close, the Deygout method overestimates losses.

Additionally, there is a limit to the maximum loss due to buildings. This is to compensate for the fact that if buildings are tall, thus introducing a large diffraction loss, the main signal path will be around them rather than over them.

Trees

Unlike buildings, trees allow a proportion of the electromagnetic energy to pass through them. The path loss due to trees can be computed by multiplying the length of the profile that is covered by trees by a predetermined loss rate factor, expressed in dB/m, Saxton and Lane [1955]. The portion of the profile that is covered by trees, is computed by scanning through profile, and identifying the points whose clutter type indicates that they contain trees. The contribution of each point to the tree cover depends on the probability of trees blocking the first Fresnel zone. 

On the other hand, part of the electromagnetic energy is diffracted and propagates above the tree canopy. This propagation mechanism is described by Head [1960] and introduces almost a fixed loss. As a result the amount of attenuation that is introduced by vegetation is bounded by the magnitude of this loss, which is an empirical factor that needs to be optimized.

Raster vs. radial scanning

The traditional method, followed by the United Kingdom planning organizations, to compute the field strength of a transmitter over a wide area, is to superimpose a regular grid over this area and then perform a point-to-point prediction between the transmitter and each vertex of the grid. This is known as raster scanning. The advantage of this approach is simplicity, however it can be time consuming when the number of grid points is large. 

When specifying the requirements of the UKPM, it became evident that performing a prediction over a wide area using 50 m or even 100 m grid resolution would be prohibitively slow. For example the area for which the Crystal Palace transmitter can be a significant interferer is a square with a side of about 700 km (or 490 000 km2). Assuming a 100 m grid resolution, then the field strength at 49 million points needs to be computed, and if raster scanning was applied it would take many days. 

In order to improve execution speed, the UKPM model uses a technique known as radial scanning. Terrain and clutter profiles are generated from the transmitter location to successive points along the edge of the target area. Field strengths are calculated for all the pixels along each profile, thus allowing the reuse of intermediate results. 

The most obvious gain is realized at profile extraction. If the grid is a square with N points per side, then up to 4N profiles need to be extracted, rather than N2 required for the raster scanning method. Furthermore, the time consuming edge detection algorithm was adapted so as to work in a marching fashion along a profile. 

As a result, the benefit of radial scanning is a dramatic reduction in execution time. Performing the aforementioned area coverage prediction can take two to three hours rather than many days. On the other hand one may argue that we do not compute exactly at the grid vertices. But if the grid resolution is as high as 50 or 100 m, this is not a significant problem.

Another potential disadvantage is that the precise radial paths depend on the target area which is to be calculated. This could lead to different predictions results for the same pixel, if the target area is altered. To avoid this problem we have standardized prediction target areas between organizations.

Transmitter data

A common database is used by all planning organizations to ensure consistent transmitter data. The format of the database is based on the CEPT format [1977] but the antenna pattern resolution in this format is low so where available a separate antenna pattern file is used. This file can contain the pattern either in the form of two planes, a horizontal plane at 1º resolution and a vertical plane at 0.1º resolution, or in a 3D format giving the vertical plane pattern at different azimuths. The 3D format is necessary to enable predictions to be performed for antenna systems that exhibit varying vertical pattern with azimuth.

Signal combination

The proportion of locations in each prediction pixel which will be served with interference limited coverage depends on the effect of the sum of multiple interferers whose field strength has a log‑normal distribution. The Schwartz and Yeh method [1982] is used to sum multiple log-normally distributed field strengths with the standard deviation assumed to be 5.5 dB [CEPT, 1977].

Population coverage calculations

An important output of the prediction process is the predicted number of households in the coverage area. Previously this has been estimated using a list of addresses per postal code but the accuracy of this is limited because the area covered by a single postcode can be bigger than a prediction pixel. We can now use data which gives locations for individual addresses. This gives a more accurate estimation of the number of households in each prediction pixel.

2.2
The method used in Japan
The method is similar to that used in the United Kingdom.

The data set comprises:

–
existing transmitting stations, including specifications of transmitters and transmitting antennas;
–
terrain data at a resolution of 50 or 250 m;
–
clutter data with 15 classifications at a resolution of 100 m based on the usage of terrain;
–
Number of households in every address over Japan based on the national census.
Field strength is predicted by computing free-space field-strength and propagation losses. The losses are computed for three cases, line-of-sight path, out-of-sight path, and over the horizon path.
a)
Line-of-sight path
Three kinds of losses are considered.
–
Losses arise from interference between the direct wave and the wave reflected on the ground (see Fig. 5). The loss is calculated as follows:
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where ( is a reflection coefficient.
The reflecting point is determined in a same way as an optical system. Reflection coefficient is calculated from terrain data.
Figure 5
Direct and reflected waves
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–
When obstacles are in the half of first Fresnel region, the attenuation depends on the degree of shielding (see Fig. 6). The losses owing to two or more obstacles are added at the maximum of 10 dB.
Figure 6
Shielding by obstacles in the half of first Fresnel region
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–
Losses due to terrain cover depend on the category of the terrain, the extent of vegetation, and on the location, density and height of buildings. Taking into account the effect of terrain cover near to the receiver, the clutter loss is calculated using the degree of concentration of buildings, neighbouring topography and reception angle of elevation.
b)
Out-of-sight path
Diffraction waves are considered instead of the above-mentioned direct wave. If their reflections by the ground are effective, the reflected waves are calculated together as multipath propagation.
c)
Over-the-horizon path
For places such as isolated islands, diffraction by the sea surface due to the curvature of the earth is considered. It is assumed that field strength is governed by the following Murakami’s equation:
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where Kar is an equivalent earth radius.
2.3
The method used in Canada

2.3.1
CRC-PREDICT – A VHF and UHF propagation model

CRC-PREDICT is the name of a propagation model developed in Canada and is currently being used by several organizations in many countries. It is implemented in software and calculates loss at VHF and UHF over a path that may be obstructed. It is based on physical optics, or Fresnel-Kirchhoff theory. The key calculation is diffraction over the path profile along a radial from a broadcast transmitter. Predictions are based on detailed simulations of diffraction over the terrain (including clutter) and then an estimate of the additional local clutter attenuation.

It is most useful when the receiving antenna is above the local clutter and over areas large enough that ground cover can be characterized as “open”, “forest”, “urban”, “water” rather than buildings. Although buildings are taken into consideration, it is not meant for definite calculations in urban areas. Trees and buildings that are not close to the transmitting or receiving antennas are simply added to the terrain height. It is assumed that antennas are always in a clearing or on a road allowance. A clearing distance of 200 m is used.

The model needs information such as antenna locations and heights, ERP, etc., and a path profile extracted from a database, in order to be able to do the calculation.

A path profile is specified as a series of elevations at distances x0, x1, x2, x3 ... from the transmitter as shown in Fig. 7. These elevations are adjusted by introducing the earth curvature, and allowing for surface cover. The profile is completed by joining the points with straight lines.

Figure 7
A terrain profile is specified at points x 0, x 1, x 2,….  
A transmitting antenna is at O, and the field is 
found as a function of height at x 1, x 2, x 3

[image: image9.wmf]
2.3.2
Calculation

The calculation proceeds as follows: the field is first found, by an elementary calculation, as a function of height at x1. That is, the field is the sum of fields due to a direct wave (free space) and due to the wave reflected from a plane earth. Then the field is found as a function of height at x2 using Huygens’ principle. Calculating the field at each location at a distance x2 requires two integrations, one for a free space wave and one for a reflected wave at x1 from the ground to infinity. The calculation continues to x3 and so on in the same way. A single step in the calculation is illustrated in Fig. 8.

Figure 8
Integration over z to find the field at (xf, zf)
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However, this would be too time-consuming for a long path over a terrain defined by many xi. Therefore the field is only found as a function of height above the highest terrain, as illustrated in Fig. 9. The procedure for selecting the exact locations is to trace a roughly estimated wave normal from the transmitter to the most distant field point and to omit finding height as a function of height on sections of terrain over which this path has Fresnel zone clearance. This introduces the problem of how to carry the calculation over the remaining terrain, which in general is not flat, in particular how to calculate the field due to the reflected wave. 

Figure 9
Points at which the field is found along a radial. The 
user has requested the field 3 m above ground every 0.5 km. 
The program has placed field points along the vertical lines. 
The transmitting antenna is at the origin

[image: image11.wmf]
A way of visualizing diffraction, as in Fig. 10, is to plot lines of constant phase roughly vertical and the perpendicular wave normal (roughly horizontal) that indicates the local direction of propagation. The waves appear to flow around the obstacles, like ocean waves around a breakwater. Above each knife edge, there is an interference pattern due to the wave scattered from the edge interfering with the direct wave.

Figure 10
Wave fronts and normals at 50 MHz for three knife edges 
at the same height as the transmitter

[image: image12.wmf]
However, for higher knife edges (see Fig. 11), wave normals traced back from the shadow have more of a tendency to converge to points close above the knife edges. This tendency increases with frequency and with the height of the knife edge. This special situation allows the use of the geometrical theory of diffraction, in which wave normals or rays go from edge to edge, like a stretched string, and the calculation is much faster than for numeral integration over surfaces.

Figure 11
Wave fronts and normals at 50 MHz for three elevated knife edges
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2.3.3
Ground reflection

To shorten calculation time, low-lying terrain is modelled as a single reflector [Whitteker, 1990]. In order to avoid focusing effects, unlikely to happen in a natural environment, reflection surfaces are allowed to be flat or convex, but not concave. Two reflectors are used if the terrain seems to have two distinct specular points. e.g. the two slopes of a valley, and if the source of reflection is the transmitter, otherwise only one. 

A reflection coefficient is estimated, including a divergence factor and a roughness factor. For propagation over known matters, the reflection coefficients can be obtained from standard formulas. Seven surface cover categories are defined: bare ground, forest, fresh water, sea water, marsh, urban, suburban. 

2.3.4
Tropospheric scatter

The path loss due to tropospheric scatter is calculated along with the diffraction calculation, using standard methods [Rice et al., 1967]. This mode of propagation is usually important only on very long paths, between 50 or 100 km, on which diffracted fields are very small.

2.3.5
Location variability

For a receiving antenna, the signal strength varies over short distances, even though a prediction based on known terrain would not include such a variation. The error in predicting the median signal strength, for a given small area has a distribution which is assumed log normal. The estimate of location variability is based on terrain roughness, frequency, and nearby trees and buildings.

2.3.6
Time availability

Field-strength variation due to atmospheric effects becomes significant for paths greater than about 50 km. For this purpose, the empirical curves of Technical Note 101 of NTIS [Rice et al., 1967] can be used for the proper climate region. This feature is usually of interest in estimates of interference from distant sources.

2.3.7
Summary

The CRC-PREDICT program has evolved over a number of years and is now in widespread use in Canada (its use is mandatory for broadcasting license applications) and other countries. Although the diffraction calculation is computationally intensive, compromises have been made to make it fast enough for practical use. A family of practical and user-friendly coverage estimation software has been developed: CRC-COVLAB and CRC-COVLITE. These software programs can be used on personal computers and provide interfaces to a variety of topographic databases as well as to other than CRC-PREDICT propagation models, if desired. CRC-COVLAB is a more sophisticated tool that permits estimation of coverage when several transmitters operating on the same frequency are used, while CRC-COVLITE is suitable for the more simple case of a single transmitter.

This text presents only an overview of CRC-PREDICT. More information can be found in Whitteker [1994a, 1994b and 2002]. Further information on the software programs CRC-COVLAB and CRC-COVLITE can be found on the Internet at www.crc.ca/crc‑covlab/ and www.crc.ca/crc-covlite.

2.4
The method used in Brazil

The method is similar to that used in the United Kingdom.

The data set comprises: Existing transmitting stations, including specifications of transmitters 
and transmitting antennas; digitized terrain at 30 m resolution; and information on population distribution based upon satellite images, including the number of households in every address in Brazil.

Field-strength prediction: The point-to-point method described in Recommendation ITU‑R P.526 – Propagation by diffraction, associated with the Degout-Assis method [Assis, 1971] – Diffraction in obstacle (maximum of three) considering the curvature of obstacles, has presented consistent results for this application and was implemented in the software. 

3
Prediction error statistics

3.1
United Kingdom results

The mean error and standard deviation for the BBC model assuming 500 m profile sampling resolution and the UKPM model assuming 500 m and 50 m resolution are presented in Table 3.

TABLE 3
Preliminary prediction error statistics

	
	Mean
error
	Standard
deviation

	BBC model
500 m resolution
	5 dB
	9.4

	BBC model
500 m resolution
	5 dB
	9.4

	UKPM model
500 m resolution
	–5 dB
	8.3

	UKPM model
50 m resolution
	–2 dB
	7.7


The better performance of the UKPM model is clearly illustrated by these results. It is also apparent that most of the performance gain is achieved by the inclusion of the clutter loss prediction algorithm rather that the increased resolution.

The corresponding excess loss graphs are presented in Figs. 12 and 13. The relatively small scattering of the points in the UKPM model are a clear indication for its superior performance.

Figure 12

The excess loss for the BBC model assuming 500 m resolution
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The validation of the UKPM model has been performed against the mean error, and the standard deviation of the error. Another useful metric is the excess loss as described by Causebrook [1974]. The basis of this approach is the elimination of the free space loss component from both measurements and predictions. In other words, both measurements and predictions are expressed in terms of the excess loss over the free space loss. When the measured excess loss is plotted against the predicted excess loss, we have a visual indication of the performance of the model, which can help us identify any systematic errors, as well as areas where the model misbehaves.

Ideally all points should fall on the 45º diagonal (also expressed as the x = y line), indicating a match between predictions and measurements. The performance of the model is inversely proportional to the scattering of the points.

Figure 13

The excess loss of the UKPM model assuming 50 m resolution
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3.2
Japanese results

Predicted field strength was compared with the result of field measurements for about 3 500 paths. Table 4 shows a summary of prediction accuracy statistics, as of 1999. Mean prediction error was 0.7 dB, and 70% of the errors were within 10 dB.
TABLE 4
Prediction accuracy statistics
	Range of error
	Number of diffraction
	Total

	
	0
	1
	2
	

	±5 dB
	47.0%
	40.0%
	34.9%
	42.5%

	±10 dB
	73.6%
	70.1%
	59.8%
	69.8%

	±15 dB
	86.7%
	86.1%
	75.5%
	84.4%

	±20 dB
	91.8%
	92.6%
	84.8%
	90.7%

	Mean error
	2.9 dB
	0.1 dB
	–2.3 dB
	0.7 dB


3.3
Comparison of measurements with field-strength predictions, Trondheim Area

An extensive programme of DVB-T measurements is in progress in Norway and the measurement database functionality of the CHIRplus_BC software of LS Telcom described below in § 4 has been used for comparison with predictions.

The measurement data has been provided by the broadcast operator, NORKRING.

The Trondheim area with the transmitter at Mosvik with DVB-T on 722 MHz was one area of consideration. The measurements there range from 5.5 to 86 km distance to the transmitter. Furthermore, the terrain is highly irregular with elevations ranging from sea level to more than 1 000 m. The majority of measurement points have no direct sight to the transmitter.

Initial results indicate that 3-D models, that take into account reflections, have significant advantages in comparison with 2-D models when dealing with mountainous terrain. Additionally, it is noted that passive echoes can contribute to the useful signal in a DVB-T system.

4
Planning software
4.1
Introduction – Database centred planning software

The network coverage planning is a complex task and needs to adopt new planning techniques. One may define a set of requirements to a broadcasting network planning tool. First, the coverage predictions should be close to the reality. This means use of accurate propagation models, high-resolution databases for terrain elevation and morphology. Second, the planning tool should be able to deal with a large number of transmitters. Third, the calculation time should be acceptable. 

However, planning tools often suffer from a trade-off between prediction accuracy, number of transmitters in consideration and calculation times. An accurate propagation calculation of radio waves is time consuming and requires a large amount of memory. Reduction of the required memory and time can be achieved by increasing the distance between two calculation points along the propagation path or by simplifying the propagation algorithm. Unfortunately, these approaches result in a degradation of the prediction quality [Johnson et al., 1997]. As a consequence, an accurate prediction for network coverage appears difficult to reach with acceptable computation time.

General features of the software

All advanced prediction software is based upon:

–
transmitter network data;

–
topographic data;

–
propagation modelling;

–
network planning procedures.

The topographical data covers both terrain and clutter data. The terrain data takes into account elevation and morphological data. The clutter data typically involves 16 or more clutter classes. Other names for this data are “land use” classes or “morphology map”.

Raster data in general
The “terrain data” is raster data, thus raster size and geodetic reference has to be defined. Raster sizes for terrain data have been used between 1 m and 2 000 m already.

100 m * 100 m is a widespread resolution for broadcast coverage prediction on VHF.

Data of different raster sizes, projections and coordinate systems can be used together in one calculation procedure and there are “fallback” options, if, for a certain portion of the area considered, the terrain data in the desired high resolution is not available.

The rectangular format of the raster elements matches the projection systems such as Gauss-Krüger or UTM (Universal Transverse Mercator). The disadvantage of those systems is that they are 

precise just around a strip close to a mean meridian where they are defined, e.g. “UTM 32” around the 9º east meridian [Aigner, 1990]. A UTM strip covers a 6º, a Gauss-Krüger strip in most cases a 3º longitude strip.

Raster elements measured in geodetic degrees are therefore a choice for planning areas that cover a large extension in east-west direction (longitude), e.g. used for Australia. One other good example is the publicly available topographic data of the world in 30 arcsec resolution [GLO].

Besides the mentioned cylindrical projections (UTM, Gauss-Krüger), and Mercator projection, also conical projection (Lambert, Albers) can be used.

Besides the sizes of raster elements and projection, the assignment of a coordinate system is an important step to establish proper geo-referencing. Coordinate systems vary from country to country and often even inside a country from one federal state or even county to the other. The software has numerous coordinate systems already built in and also allows to configure user‑defined systems. This applies especially to ellipsoid data.

Nowadays the WGS84
 is a worldwide well-defined coordinate system which has become a standard. It should be noted that along with this system the geoid definition is available at the same time, worldwide.

Signal combination

Besides the prediction of field strength associated with transmitters in the transmitter database, the processing of such field-strength results to more complex result types can take place with the software. This part, called the “network processor”, exists for analogue as well as for digital services. For OFDM type networks the digital network processors take into account:

–
time-of-arrival time differences in each pixel with regard to single-frequency-network (SFN) transmitters taking part in the calculation;

–
safeguard times and weighting function for prediction of the influence of time-of-arrival difference effects;

–
both, network gain and self-interference.

Unlike in the analogue case, where just the interfering signals are “summed up”, in the digital case for both the interfering and useful signals a “summation procedure” is applied.

The summation procedures: 

–
power sum method (PSM),

–
simplified multiplication method (SMM),

–
log-normal method,

–
maximum of all interfering signals,

have already been present for the analogue interference calculations
.

4.2
Software developments

4.2.1
Switzerland

The Federal Office of Communications (Switzerland) in cooperation with the Biel School of Engineering and Architecture has attempted to develop the software that does not suffer from the above-described problems. For this purpose, a simple software architecture is proposed and realized within a project CovCAD, which stands for Coverage Computer Aided Design. CovCAD is a highly flexible application software developed to perform coverage calculations for terrestrial broadcasting networks taking into account real world environment. It allows for a good compromise between software capabilities and calculation time preserving prediction accuracy even for large networks. 

The simplified structure of CovCAD is shown in Fig. 14 and includes five modules. The central component of CovCAD is the “Path loss Database”. It is in charge of storing the date of radio wave propagation losses (field-strength matrixes) allowing for their later reuse. The “Transmitter Database” module contains the transmitter related information like geographic location, antenna pattern and height, polarization, power, carrier frequency, bandwidth, etc. Within the “Network Coverage Predictions” unit different network scenarios can be simulated. The “Geographic Information System” (GIS) serves to visualize all the steps of network coverage predictions starting from specifying the area, within which the calculations are to be performed, and finishing with coverage maps calculated.

Figure 14
Software architecture
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To clarify the workflow process involved in the network coverage prediction, the timelines of module interaction are depicted in Figs. 15a) and 15b) representing two main steps.

Figure 15

Timelines of module interaction: a) Path loss Database generation for a single transmitter; 
b) Coverage simulations of the network involving two transmitters
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The first step in network planning using CovCAD consists in collecting the all transmitters that could be used among several projects and generating the “Path loss database”. For example, all of the analogue transmitters across a country are added to the database. Each transmitter is processed according to the database generation timeline presented in Fig. 15a). The propagation calculation is performed between the transmitter and one reception point. Reception points are distributed along a regularly spaced grid covering the whole area of interest. After retrieving the transmitter characteristics from the appropriate source (“Transmitter database”) the matrix of reception points is defined in the “Propagation calculations” module and then the path loss is computed. This can be done from “first-principles” using physical propagation lows like reflections and diffractions, which are based on Maxwell’s equations. Other propagation models are partially or completely based on empirical data (measurements) that results into simpler algorithms. However, such an approach has some portability limits and its application to different geographical environment should be taken with precaution. The calculation time depends on the propagation algorithm, which shows time differences up to 100 times longer between the simplest “free space” algorithm and the more sophisticated ones. Moreover, the resolution of topographic databases required during the calculation also influences the computation time. The higher the resolution is the longer the calculation time is.

The second step consists in computing the network coverage on the basis of the previously stored path loss data of transmitters. The process is depicted in Fig. 15b). The path loss matrix of each transmitter, which is involved in the network under consideration, is retrieved from the “Path loss database”. Combining the different field strength can be achieved by the use of simple laws like power sum and probability based equations in order to calculate the total field strength. Some characteristics of receivers like signal-to-interference ration, guard interval or signal synchronization algorithm has to be defined at this step. The integration of the predicted network coverage with geographical information (e.g. topography or population distribution) is then performed and visualized by the “Geographical Information System” module.

The two timeline described above represent two separated processes. Actually, the “Path loss database” is generated only once, and the sharing of the database among several projects leads to a short calculation time for all users of this planning software. The generation can be automated to be run as a computer background job when the number of transmitters exceeds a few hundreds.

Implementation

The CovCAD environment screen is shown in Fig. 16. The tool has been developed in order to meet the requirements arising when planning digital television network. For each calculation scenario the user can set values for many system and calculation control parameters, define the set of transmitters to be considered in the calculation and specify the area within which the calculations are to be performed. The output is displayed directly on the screen after calculations and can be further exported into raster files to be viewed by ArcView. The results are analysed to determine area and population coverage figures.

Figure 16

Main screen of CovCAD
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Both multi-frequency and single-frequency networks are implemented. The program handles interference from analogue transmitters and digital transmitters in other networks. The coverage maps are simulated against different system and network configurations like, for example, fixed, portable or mobile reception conditions. It performs various other analysis like, for example, service overlapping problem or search for unoccupied frequencies in the area of interest.

Discussion

Several improvements result from the proposed software architecture. Actually, it allows for short computation times when predicting network coverage by an intensive use of pre-calculated transmitter path loss matrixes. As a result the capability for large network analysis is offered. With previously calculated path losses, it is also possible to simply access the transmitter coverage by use of algebraic operations [Whitteker, 1994b] when modify the transmitter power or antenna pattern. This is also valid for modification of the receiver characteristics like noise level or antenna pattern. 

The “Path loss database” can be shared between several users in case of a professional database server is use for storing the path loss calculations. Moreover, an up-to-date maintenance of the database and an effective sharing of the information is easy ensured within such an architecture. Indeed, the recalculation of a part of the transmitters can be immediately available to all users. The “Network coverage predictions” and “Geographical Information System” modules can be integrated within a small client program distributed to users.

And finally, the propagation module used for the database generation can be selected among different algorithm without taking into account any compromise between computation time and prediction accuracy. After the database generation, which takes sometimes several days, users do not experience long calculation times.

It should be noticed, however, that some restrictions may appear within this software architecture. For example, path loss calculations are dependent on the transmitter frequency or antenna height. Thus any change in a parameter that directly influences the propagation laws would require recalculation of the path loss. In that case simulation times can be comparable to conventional tools.

4.2.2
Japan

Software tools called “P-MAP” (Propagation Map) developed by NHK and “N-SIM” (Network Coverage Simulator) developed by NAB are used for ISDB-T planning in Japan. They have a wide variety of functions with good performance, including prediction of coverage of TV transmitting stations and their interferences to or from other existing stations. Efforts are being made to improve the prediction accuracy further and to add other functions.

Functions
These software tools can predict and show:

–
field strength at a given receiving point;
–
a height profile toward a given receiving point;
–
a contour map of field strength;
–
a number of households in a contour;
–
a map of field strength with an accuracy of 1 km or 100 m;
–
field strength transmitted from existing stations at a given point on a given channel;
–
interferences to or from other existing stations.
Figure 17 shows an example window of P-MAP, showing a map associated with a contour, a height profile, specifications of transmitting station, etc.

They can also provide the following information for the SFN analysis:

–
delay time of transmitting signals from broadcasting stations to transmitting stations, which is essential information to construct SFN (single frequency network);
–
possibility of SFN with given stations.
SFN analysis windows of N-SIM are shown in Fig. 18, which indicates the delay profile and the delay distribution, etc. at a given point in a SFN coverage area map.

Figure 17

Example window of P-MAP
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Figure 18

SFN analysis windows of N-SIM

[image: image20.wmf]
4.2.3
Canada

The Canadian prediction model is incorporated in a software that is called CRC-PREDICT. This software can be used independently for simple field-strength prediction purposes. In order to accommodate users with a variety of software it is available for MS-DOS as well as Windows environments.

For more complex studies CRC-PREDICT can be used in a user friendly environment called CRC‑COV together with various topographic data bases. This prediction and coverage estimation software can be used on a PC. With these software packages coverage estimations can be carried out for single as well as multiple transmitters working in a single frequency network environment.
4.2.4
Brazil

The Brazilian software for coverage and interference prediction was developed under a GIS platform, and was used to prepare a channel allotment plan for DTTB use in Brazil.

Basically this software is able to predict and the field strength at a given receiving point; interfering area; coverage area; and protection ratio at a given receiving point. An example of the application of this software is given in [Whitteker, 2002].

4.2.5
LS Telcom
The program under consideration, CHIRplus_BC, is in use at more than 30 administrations/ regulating offices and at several major broadcast network operators, worldwide.

It is not an “add-on” to a certain proprietary GIS platform. The program comprises:

–
databases for transmitters, test points, DAB allotments, protection ratios, with their import- and export capabilities;

–
raster data;

–
vector data,

in the same environment.

Databases and GIS functionality are integrated into a single program.

It can be executed under Windows( NT 4.0/2000/XP. The “cut and paste” mechanisms provided with these operating systems are supported to enable the transfer of data to common office programs for reports.

Another contribution with emphasis on prediction models and comparison with measurements is intended.

Field-strength prediction methods

The program comes with different field-strength prediction methods: e.g. Longley and Rice [Rice et al., 1967] and Okumura-Hata [Okumura et al., 1968; Hata, 1980] (coming from COST 239, a mobile planning group; this model is also suitable for the (upper) UHF and L-band (1.5 GHz)) as well as a prediction method originally intended for inner-German coordination (“GEG” model
).

One of the variants for field-strength prediction offers a choice of different geometries for diffraction:

–
Bullington [1947];

–
Epstein-Peterson [1953] (“multiple knife-edge”), Recommendation ITU-R P.526-7, § 4.1;

–
Deygout [1966], similar to Recommendation ITU-R P.526-7, § 4.5.

Optionally, a “3D” field-strength prediction method by the Institut für Rundfunktechnik, Munich, is available. This has the capability to take into account reflections – a facility that is particularly important with OFDM systems that can have a network gain (T-DAB or DVB-T (Recommendation ITU‑R BS.1114 System A, respective Recommendation ITU-R BT.1368)), by “collecting” passive echoes which arrive within a certain time-of-arrival window. Active echoes – other transmitters belonging to the same single frequency network (SFN) – can be considered along with the conventional prediction methods.

The path general methods Recommendations ITU-R P.370  – VHF and UHF propagation curves for the frequency range from 30 MHz to 1 000 MHz. Broadcasting services (revisions 370-5, 370-6 and 370-7) and ITU-R P.1546 are implemented by default, as these are crucial for administrations in order to perform calculations for coordination purposes.

So for example Recommendation ITU-R P.1546 with the terrain clearance angle considerations enabled may also serve as a means for coverage calculation.

All prediction models can be used for calculations:

–
at test points;

–
along a line;

–
along a polyline;

–
covering an area with rectangular borders. The scanning method is a “radial” scanning, wherever possible.

Terrain data

For all prediction methods taking into account diffraction, a digital terrain model (elevation data) should be available. This applies even to generic path general methods, if:

–
effective antenna height is not yet present in the transmitter data;

–
terrain clearance angle has to be taken into account;

–
the terrain around the transmitter has to be considered (Recommendation ITU-R P.1546).

Clutter data

The program works with 16 clutter classes. Other numbers of classes are usually mapped to 16 classes in a reasonable manner.

Raster data

The software allows for the use of a rectangular raster where each element corresponds to a square with length of n m (cm) or a geo-oriented raster where one element has a size measured in geodetic degrees, for example 10 s * 10 s.

There are different types of raster data supported in the software:

–
elevation data;

–
morphological data (“clutter”, “land use”);

–
maps, such as road maps, political maps;

–
conductivity data (of importance in the bands below VHF, but also used with Longley and Rice method);

–
population data (population respectively population density per raster element);

–
“community” maps – subdivisions of political units, which serve for a more detailed output of population analysis.

Raster data in the graphics file format TIFF (Tag Image File Format), uncompressed or with compression, or BMP can be imported and geo-referenced in the software. This may serve for comparisons in particular.

Raster results can be exported in TIFF, BMP and ASCII format and re-imported from those formats.

If raster data is stored in a format not generic to the software (e.g. BMP), an additional file is stored which enables correct geo-referencing when re-importing from that format.

Vector data

Besides raster data, the program is able to handle vector data. This is necessary during calculations to take into account country borders or land/sea coastlines during coordination calculations.

But also for display purposes, vector functions are used for:

–
field-strength and interference contours;

–
user-definable contours that may serve for population analysis or for masking functions;

–
displaying roads, coastlines, rivers, political borders etc. over maps without this information;

–
displaying antenna patterns on the map;

–
displaying allotments or any other geographical regions on the map.

The vertices defining vector-format elements can be converted to test points and:

–
inserted into the common test point database; or

–
used as allotments; or

–
used as transmitter-related test points,

and vice versa, such elements can be converted to “vectors”.

Vector data formats for export and import are:

–
several generic formats of the software, some of them readable as ASCII characters;

–
DXF, the most widespread exchange format for CAD data;

–
MIF/TAB format of ESRI( software;

–
Shape( file format.

As the program is not an add-on to a GIS/CAD program, edit functions for vector elements are included in the program itself.

Transmitter data

For transmitter data the software has a concept of, keeping two transmitter databases for every broadcast service (FM, TV/DVB-T, T-DAB, LF/MF, HF), identical in data format, but assigned as “information” and “working” database. The one assigned as “information” database can be considered as the one containing the “plan” data, against which coordination calculations are performed. 

But also for coverage predictions, the interferers can be copied from there to the working database.

Inside the transmitter databases there is a possibility of distinction using a “status” field, so that transmitter data from different sources can be handled.

As import and export formats for transmitter data are available:

–
TerRaSys as used to notify to the ITU BR;

–
formats following the CEPT multilateral coordination agreement of Chester 1997: TVA (analogue TV), TVD (digital TV), including TTA (transmitter related test points). For other services than TV, similar formats as TVA/TVD have been derived from these;

–
ASCII97-format following the CEPT special arrangement of Wiesbaden 1995 for T-DAB (ITU digital sound broadcasting system A), including assignments and allotments;

–
the format following the CEPT special arrangement of Maastricht 2002 for T-DAB (ITU digital sound broadcasting system A), including assignments and allotments;

–
format of the old ITU “Plans” CD and WIC (weekly international circular) diskettes;

–
a generic format of the software;

–
optional customer-defined formats.

Furthermore a direct interface to the International Frequency Information Circular (IFIC) Database of the BR, which is in MS-Access( format, is available.

Signal combination

The T-LNM method has been added for the SFN calculations of digital (OFDM) networks. It is not implemented as “trilinear interpolation” in tables but uses an approximation
.

Of all the summation procedures, the T-LNM is the only one that takes into account the change in deviation of the signal distribution. This is more important in the digital case because the calculation in the digital case usually has a target of more than 50% location probability. Therefore a field-strength result which has been calculated using a prediction method for 50% of locations has to be corrected. Usually the field-strength distribution is assumed as being log-normal and the correction from the 50% location probability to the higher percentage depends on the standard deviation of the distribution (see § 11 and 12 of Annex 5 of Rececommendation ITU‑R P.1546 – Method for point-to-area predictions for terrestrial services in the frequency range 30 MHz to 3 000 MHz (followed by Recommendation ITU-R P.1546-1), respectively § 12 and 13 of Annex 5 of Recommendation ITU‑R P.1546‑1).

Coverage

The term “coverage” implies two prerequisites to be fulfilled:

–
a minimum field strength, which the receiver needs (derived from antenna voltage) is supplied;

–
a minimum ratio of useful signal to interfering signals (termed C/I here) is fulfilled.

The result type “coverage probability” thus has to multiply two probabilities: the probability that a certain field strength of the (combined) useful signal is exceeded multiplied by the probability that a certain required C/I, taking into account all interferers, is exceeded.

T-LNM is well suited for the calculation of such a coverage probability, while other algorithms may suffer from the minimum required field strength being “mixed” to the interfering signals in order to determine the “coverage” in one step, without multiplying two probabilities.

Result types

There are up to 17 result types (different raster result files) per network processor run.

The most important ones of them are:

–
coverage probability;

–
“Coverage Reserve” (the C/I);

–
“Best Server” (displays per raster element, which one is the “best serving” transmitter, taking into account interference);

–
“Max. Server” (displays per raster element, which transmitter produces the highest signal);

–
for single frequency networks: An indication of the transmitter which is the first one in the time “window” that a simulated receiver opens.

A network processor run requires, as a first step, calculating the field-strength files. When starting this process there are the options of either:
–
assuming that all field-strength files have already been calculated;

–
re-calculating all required field-strength files in the first step of the same run;

–
calculating just those field-strength files, which will be required, but are not available.

Receiver/antenna model

The software can simulate:

–
receiver antenna directional discrimination;

–
polarization discrimination,

whilst processing a whole network, if desired. 

The receiver antenna directional discrimination may lead to a significant attenuation of 
interfering signals. Receiving antenna diagrams to be assumed for this purpose are defined in Recommendations ITU‑R BT.419 and ITU‑R BS.599, respectively.

If there are interferers using different polarization than the wanted signal, taking into account polarization discrimination will also reduce the interference in the prediction.

Antenna descriptions

a)
The usual description of the transmitter antennas are 36 values, in 10º steps, starting at 0º in north direction and incrementing clockwise. The values stored are interpreted as dB attenuation. Thus the antenna diagram is normalized – at least one of the values has an attenuation of 0 dB and there is no negative value of attenuation for the maximum being in horizontal plane.

For both, display and key-in, the units of the antenna pattern can be switched to other units:

–
dB attenuation relative to maximum ERP (default);

–
dBW ERP;

–
dBkW ERP;

–
kW ERP;

–
% E percentage of field strength, maximum is 100%;

–
% P percentage of ERP, maximum is 100%;

b)
There are cases in which a diagram is known from detailed measurement (helicopter flight) or from manufacturer data.

For more detailed data, an antenna database is implemented in the software. This makes it is possible:

–
to store in one-degree increment steps in azimuth;

–
to store a vertical antenna pattern, also in one-degree steps (±90º). This goes through azimuth main antenna direction.

c)
Additional exchange formats are supported. These include a format which enables the user to define elevation cross-sections at user-defined azimuth angles.

d)
There is an optional “antenna designer” with which antenna systems can be synthesized by combination of basic elements. The created antenna pattern is displayed in 3D graphics and can be assigned to transmitter entries and used for calculation (see Fig. 19).

Figure 19

Screen copy of the antenna designer
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Result database

One internal database is a result database, which serves to keep track of all raster calculations that have been performed.

The entries in the transmitter database have a link to the result database and vice versa. This serves for an automated picking of field-strength files to be combined to a more complex (network processed) result. It is often the case that a field-strength prediction for a certain transmitter taking part in a network processing has already been produced at an earlier time.

To each transmitter database entry there can be two links, a “steady” (50% of time) and a “tropospheric” (percentage of time selectable, if available from the field-strength prediction method) field-strength file – as shown in Fig. 20.

Figure 20

Result file linking
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DTTB planning scenarios

The program has a concept for the analogue services with their “increase” at test points and “reduction” method as well as for digital scenarios with single-frequency networks and absolute field-strength checks on allotment test points.

Especially for TV, the scenario to be considered can be switched between “analogue”, “mixed analogue and digital” and “all digital”, of which the latter assumes the present analogue transmitters in the plan to be converted to digital and assumes a fix reduction in power, at runtime.

Also, the program takes into account “transmitter related test points”, which can be stored together with the individual transmitter data in the database and which can be exchanged together with the transmitter data, e.g. in some variants of the “TTA” format
.
5
Additional factors impacting coverage

5.1
Introduction

While significant steps have been taken in many countries to develop and use improved field-strength prediction methods and coverage estimation software based on these prediction methods, there are cases where a significant discrepancy between predicted coverage and measured coverage in practical situations is observed. In many of these cases the observed discrepancies cannot be attributed to inadequacies of the prediction method and coverage software that was used, but rather to the assumptions made concerning the receiving equipment and its performance – especially when a new DTTB service is implemented in parallel with an existing analogue service using relatively low transmission powers and it is assumed that the existing antenna and feeder arrangement can be used in a large number of situations. In this section some of the practical problems that have been encountered are discussed:

First, in § 5.2, a brief summary of the situation relating to rooftop reception of DVB-T transmissions is given and some of the problems encountered in the United Kingdom are reported. 

Then, in § 5.3, there is an extensive discussion of problems encountered with the ATSC 8-VSB system and set-top box antenna reception where the discrepancies can be more dramatic.

5.2
DVB-T practical reception problems

(DTTB interleaved with existing analogue services)

In the UK initial DTTB coverage prediction for the initial simulcast low-power network was based upon similar assumptions for aerial and down-lead characteristics that were used for the planning of the PAL services and their implementation (that is in simple terms: roof top aerials at 10 m with net gain following down-lead loss of around 7 dB across UHF bands IV and V, together with a receiver noise of around 8 dB and a national implementation factor allowance). While it was realized that there would be a number of houses within the nominal service area unable to satisfactorily receive the relatively low power DTTB signals from the earlier network, the extent of the problems that might arise from the use of poorly installed low-grade low-gain aerials was initially somewhat underestimated. Following investigations of certain unexpected reception problems it became clear that the improvements in the PAL transmission network and the performance of PAL receivers over the years had enabled aerial installers to get away with installations well below recommended standards at many locations. Further investigation showed that the main problem at these locations was simply that of significantly less aerial gain than the recommended standard – rather than that of reflections due to aerial and receiver mismatches at feeder terminations. 

In a DVB-T system such reflections may be treated as examples of the short delay multipath reflections that the system has been designed to cope with, and the main effect of the measured mismatches in the rooftop situation is a minor ripple across the frequency band. These planning parameters were reviewed when designing the final high-power networks being implemented to replace analogue services.

5.3
ATSC 8-VSB practical reception problems

In this sub-section some of the reasons for discrepancies between predicted and measured coverage are discussed, based on field tests that were carried out in North America with System A (ATSC 8‑VSB System).

In the early stages of the DTV system development predictions were based on an idealized receiver, a multipath-free propagation channel and coverage prediction software that used only terrain elevation data, but not terrain clutter data. Clutter data specify the land cover, such as forest, water etc. on top of terrain elevation data. For these and other reasons, such as time availability statistics, it is now believed that such early predictions are not realizable.

5.3.1
SNR requirement

Threshold signal-noise ratios (SNR), measured in the laboratories for an additive white Gaussian noise (AWGN) channel without multipath, are a benchmark only and that SNR should not be used for coverage prediction. 

Real world DTV channels with multipath distortion and/or interference will require much higher SNR values for reliable reception

An implementation margin is needed for realistic predictions of coverage and service for terrestrial DTV services. The implementation margin should account for all undesired signals, both man-made and natural noise including galactic or cosmic noise. 

5.3.2
Propagation loss and statistics

Calculations show that for receivers with an outdoor antenna 30 feet height above ground (HAG), the Longley-Rice (L-R) model predicts coverage well beyond the radio horizon and well beyond the NTSC contours. This is borne out by calculations for TV stations in both flat and hilly terrain and for UHF and VHF channels.

Some coverage data was collected in Washington DC and in New York. Analysis of this data has confirmed the observation that the available signal within the predicted coverage area is significantly below that predicted by the L-R model.
Even less reliable prediction can be expected from the L-R model for an outdoor antenna 6' HAG. The commonly assumed loss due to antenna height reduction is:



Loss (dB)  =  (A/6) * 20 log10(h/30)                1.5 ( h ( 40

where h is in feet and A is given in Table 5.

TABLE 5

Values of A for various areas

	Zone
	VHF 
(dB)
	UHF 
(dB)

	Rural
	A = 4
	A = 4

	Suburban
	A = 5
	A = 6

	Urban
	A = 6
	A = 8


For example, in urban areas and at UHF frequencies, the loss at 6' HAG would be  –18.6 dB.

The L-R model allows for adjustable parameters such as ground clutter, percent confidence level and percentage of time/location availability. At present, ground clutter is not included, the confidence level was set at 50% and the location/time availability was set at 50/90. The values of these parameters could be adjusted as part of a validation process. The problem is that the model has not been validated for TV broadcasting: not for coverage or service, either inside the radio horizon or beyond the radio horizon.

As mentioned, that terrain clutter data was not taken into account in the L-R coverage prediction. Calculations performed at the Communication Research Centre Canada (CRC) for a DTV station near Ottawa show an average loss of 7.3 dB near the end of coverage when land cover is added to terrain height. The result of the calculations is shown in Table 6. Near the end of coverage the loss is higher and the distance to the radio line-of-sight (LoS) becomes shorter.

The CRC’s method of adding land cover data to L-R terrain data is a significant improvement over L-R calculation with only terrain elevation data. Even so, the gap between L-R and known measurements is higher than 7.3 dB.

5.3.3
Receiver/antenna model for coverage planning

A realistic model would include the effect of impedance mismatches between the antenna and the input to the receiver and, for a fixed receiver, the additional loss incurred by any signal splitter to the VCR or second receiver. The impedance mismatches result in lower antenna gain, added signal loss, change in the receiver’s noise figure and may result in added equalization loss.

A complete analysis of the overall effects of the impedance mismatches between the antenna and the tuner are presented in the bibliographic reference [Bendov et al., 2001]. The results indicate a significant and previously unaccounted-for loss in the SNR margin in every TV band. For example, the effects of a typical impedance mismatch between the antenna and tuner on the added loss and group delay for VHF and UHF frequencies are provided in [Bendov et al., 2001]. For channels 2-6, 

the added loss may be 3.5 dB and the group delay (15 n. For channels 7-13, the added loss may be 3.3 dB and the group delay (12 ns. For UHF channels, the added loss may be 2.8 dB and the group delay (5 ns.
TABLE 6

Results of calculations for 24 locations:
Average loss due to land cover = 7.3 dB standard deviation = 2.2 dB

	Site No.
	Distance
(km)
	Bearing
(degrees)
	Signal loss due to added land cover (dB)

	1
	39
	–146
	11.7

	2
	32
	–128
	5.9

	3
	51
	–130
	8.2

	4
	65
	–109
	4.1

	5
	35
	–98
	6.5

	6
	53
	–79
	8.1

	7
	50
	–65
	8.1

	8
	43
	–41
	8.2

	9
	59
	–31
	9.8

	10
	53
	–5
	4.9

	11
	34
	5
	4.7

	12
	48
	34
	5.7

	13
	50
	52
	7.0

	14
	32
	60
	8.3

	15
	56
	81
	6.8

	16
	49
	92
	11.4

	17
	39
	110
	5.4

	18
	62
	99
	9.6

	19
	51
	118
	10.4

	20
	30
	132
	8.2

	21
	60
	132
	4.2

	22
	45
	149
	7.9

	23
	32
	168
	5.0

	24
	49
	–170
	5.8


The factory specified noise figure is based on measurement with a noise source whose input resistance is constant, either 50 ( or 75 (. The actual noise figure of a TV receiver depends on the impedance of signal source, which is typically the antenna.

Two examples of how the antenna VSWR affects the noise figure will be presented here. For a log‑periodic set-top antenna, the worst VSWR (2.9) occurs at about 752 MHz (Channel 61) and the minimum VSWR (1.466) occurs at about 480 MHz (Channel 15). For the double bow-tie antenna with a screen and a balun, the worst VSWR (9) occurs at about 470 MHz (Channel 14) and the minimum VSWR (1.446) occurs at about 652 MHz (Channel 44). Using this data, studies were carried out in [Plumb et al., 1999] and the range of noise figure degradation caused by these antennas was calculated. For the range of all possible((opt(, which is the magnitude of the complex source reflection coefficient corresponding to the minimum noise figure, the results are shown in Table 7. 

The extreme values of ((opt( in Table 7 (i.e. 0.05 and 0.9) are shown mainly for illustration purposes as it is quite unlikely for the optimum reflection coefficient of actual tuners to be so far away from (or so close to) 75 (. Excluding these extreme values of ((opt( in Table 7, the estimated degradation to the factory noise figure could reach 20 dB and is about 6 to 7 dB higher with the double bow-tie antenna. 

TABLE 7

Estimated noise figure degradation for the range of possible ((opt(and F75 = 6-9 dB

	((opt(
	Min-max noise figure degradation for
log-periodic antenna 
(dB)
	Min-max noise figure degradation
for double bow-tie antenna 
(dB)

	0.05
	3-17
	3-25

	0.1
	0-13
	0-20

	0.2
	0-10
	0-17

	0.3
	0-10
	0-16

	0.4
	0-10
	0-16

	0.5
	0-11
	0-17

	0.6
	0-12
	0-18

	0.7
	0-14
	0-20

	0.8
	0-18
	0-24

	0.9
	0-24
	0-30


The two examples shown are based on a short length of cable between the antenna and tuner. The effect of arbitrary length is treated in [Bendov et al., 2001].

A realistic receiver model should be based on proper characterization of the total noise level. The power levels of such sources have been quantified for a 6 MHz channel width in [Bendov et al., 2001]. With outdoor antennas, and especially in the low-VHF range, man‑made and galactic sources are the predominant contributors of noise and far exceed the noise power generated within the receiver. 

At present, the only assumed source of noise power is thermal noise at room temperature. What the studies in [Plumb et al., 1999] show is that the combination of man-made and galactic noise power may easily account for a loss of 10-20 dB of SNR margin at low-VHF frequencies.

It is of interest to note that complete characterization and calibration of receivers for real-world operation has not been made available. Furthermore, the field test method now in use to determine coverage and service is based on an equipment setup that does not simulate any available average consumer-grade receivers. Clearly the practical modelling of receivers for outdoor, indoor, pedestrian and mobile applications is desirable. 
6
Discussion of results and methodologies

It is to be noted that there is a good deal of commonality in the methodology being developed and employed in different countries. This offers some hope that methodology based upon agreed principles can be developed to provide commonly acceptable data to be used as the basis the basis for cross border discussions and negotiations.

Initial studies from the above computer propagation models have given considerably more accurate results than path-general models such as that described in Recommendation ITU-R P.1546. Furthermore, the radial scanning technique that has been adopted and refined in the UKPM ensures that the increased accuracy will be achieved without the expense of greater computation speed. 
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