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ITU-T Draft TR-e2eqos.1
Requirements and framework for end to end QoS architecture in NGN

Summary

This draft provides a general end-to-end QoS architecture framework for NGN to facilitate new applications and services. The purpose is to introduce capabilities that would allow multiple architectural approaches and future innovation.
Introduction

 The topic of QoS in IP networks has long been the subject of research, development, standardization, and network experience. All indications point to a continuing cycle of experience and innovation. Since each recognized operating agency has a different regulatory environment, service offerings, geographic span, and network infrastructure, there must be flexibility within any global end-to-end architecture that allows each operator to adopt new innovations or to revise existing capabilities on their own time scale.
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1 Scope

This Draft provides: 


-Requirements for end-to-end QoS architectures 


-A general architectural model, and 


-A framework consisting of elements common to specific end-to-end QoS architectures in NGN 

Within this framework it is envisioned that a series of new drafts would be created based on new contributions, to serve additional architectural needs like centralized, distributed and hybrid approaches.

[Ed. Note: Relationship with general access QoS architecture needs to be clarified. Signaling requirement work in SG11 will be also considered.]

2 References

The following ITU-T Recommendations and other references specified explicitly contain provisions of this Draft. All Recommendations and other references are subject to revision; users of this Draft are therefore encouraged to investigate the possibility of applying the most recent edition of the Drafts and other references listed below. 

A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Draft does not give it, as a stand-alone document, the status of a Draft.

1. ITU-T E.860 (2002), Framework of a Service Level Agreement

2. ITU-T E.360.x (2002), QoS Routing and Related Traffic Engineering Methods    for IP-, ATM- and TDM-Based Multiservice Networks

3. ITU-T E.361 (2003), Qos Routing Support for Interworking of QoS Service Classes Across Routing Technologies

4. ITU-T Recommendation Y.1001 (2000), A Framework for Convergence of Telecommunications Network and IP Network technologies.

5. ITU-T Recommendation Y.GRM-NGN, General Reference Model for Next Generation Networks.

6. ITU-T Recommendation Y.NGN-FRA, Functional Requirements and Architecture of the NGN.

7. ITU-T J.170 (2002), IPCablecom security specification

8. ITU-T J.174 (2002), IPCablecom interdomain quality of service

9. ITU-T M.1079 (2003), Performance and quality of service requirements for International Mobile Telecommunications-2000 (IMT-2000) access networks

10. ITU-T Y.1221 (2002), IP Packet Transfer Performance Objectives

11. ITU-T Y.1540 (1999), IP Packet Transfer and Availability Performance Parameters

12. ITU-T Y.1541 (2002), IP Packet Transfer Performance Objectives
13. IETF RFC2990 (2000), Next Steps for the IP QoS Architecture

14. IETF RFC3031 (2001), Multiprotocol Label Switching Architecture

15. IETF RFC2475 (1998), An Architecture for Differentiated Services

16. IETF RFC2702 (1999), Requirements for Traffic Engineering Over MPLS

17. IETF RFC3209 (2001), RSVP-TE: Extensions to RSVP for LSP Tunnels

18. IETF RFC3564 (2003), Requirements for Support of DiffServ-aware MPLS Traffic Engineering

19. IETF RFC3270 (2002), Multi-Protocol Label Switching (MPLS) Support of Differentiated Services
20. IETF RFC3272 (2002), Overview and Principles of Internet Traffic Engineering

21. ITU-T Y.1291, An Architectural Framework for Support of Quality of Service (QoS) in Packet Networks

22. ITU-T Y.123.QoS (2003), A QoS architecture for Ethernet-based IP access network
23. Rec. E.800
Terms and definitions related to quality of service and network performance including dependability

24. Rec. I.350
General aspects of quality of service and network performance in digital networks, including ISDNs

25. Rec. I.356
B-ISDN ATM layer cell transfer performance

26. Rec.Y.1540
Internet protocol data communication service - IP packet transfer and availability performance parameters

27. Rec.Y.1541
Network performance objectives for IP-based services

28. Rec. Y.1560
Parameters for TCP connection performance in the presence of middleboxes

29. Rec. Y.1561
Performance and Availability Parameters for MPLS Networks

30. Draft Rec. Y.NGN-GRM
General Reference Model for NGN

31. ITU-T Y.1251: General architectural model for interworking

32. ITU-T Y.1412 ATM-MPLS network interworking - Frame mode user plane interworking

33. ITU-T Y.1411 ATM-MPLS network interworking - Cell mode user plane interworking

34. ITU-T G,1010, End-user multimedia QoS categories

35. GRQ

[Ed. Note. This section will be updated]
3 Definitions

This Draft defines the following terms:

End-to-End: Within the context of this draft end-to-end means UNI-to-UNI,  that is from the User Network Interface (UNI) at the source host side to the UNI at the destination host. Note that end-to-end means from mouth to ear in other Recommendations concerning user perceiving.

Customer Premises Equipment (CPE): End-user system including private network elements connecting the customer applications to the access line.
Customer Premises Network (CPN): A private network administrated by the user, that may be individual, home or enterprise. 

Access network: Implementation comprising those entities (such as cable plant, transmission facilities, etc.) which provide the required transport bearer capabilities for the provision of telecommunications services between a Service Node Interface (SNI) and each of the associated User-Network Interfaces (UNIs). 
Core network: A portion of the delivery system composed of networks, systems equipment and infrastructures, connecting the service providers to the access network.
Connection-oriented network service: A network service that establishes logical connections between end users before transferring information. 

Connectionless service: A service, which allows the transfer of information among service users without the need for end-to-end logical connection establishment procedures.

Relative QoS:  This term refers to a traffic delivery service without absolute bounds on the achieved bandwidth, packet delay or packet loss rates. It describes the circumstances where certain classes of traffic are handled differently from other classes of traffic, and the classes achieve different levels of QoS.
Absolute QoS: This term refers to a traffic delivery service with numerical bounds on some or all of the QoS parameters.  These bounds may be physical limits, or enforced limits such as those encountered through mechanisms like rate policing. The bounds may result from designating a class of network performance objectives for packet transfer.
Flow [IP flow]: A sequence of packets sent from a particular source to a particular destination to which the common routing is applied. If using IPv4, a flow is identified by IPv4 5-tuple including source/destination IP addresses, protocol ID, source/destination port numbers. If using IPv6, a flow is identified by IPv6 3-tuple including source/destination IP addresses, flow label.

Session: A period of communication between two terminals which may be conversational or non-conversational (for example retrieval from a database).

Interworking: This term is used to express interactions between networks, between end systems, or between parts thereof, with the aim of providing a functional entity capable of supporting an end-to-end communication. The interactions required to provide a functional entity rely on functions and on the means to select these functions. 
 

 Interoperability: The ability of two or more systems or applications to exchange information

and to mutually use the information that has been exchanged. 
User: A person or a machine delegated by a customer to use the services and/or facilities of a telecommunications network.
Terminal equipment (TE): Represents the customer's access equipment used to request and terminate network associated connectivity services
Network provider: The organization that maintains and operates the network components to support services. A network provider may also take more than one role, e.g. also acting as Service Provider. 

Service provider

A general reference to an operator that provides NGN telecommunication services to Customers and other users either on a tariff or contract basis. A Service Provider may or may not operate a network. A Service Provider may or may not be a Customer of another Service
 [Ed. Note. This section will be updated based on the terminology used in this Draft]
4 Abbreviations

This Draft uses the following abbreviations:

IETF
Internet Engineering Task Force

ITU-T
International Telecommunication Union – Telecommunication Standardization Sector

IP
Internet Protocol

AS
Autonomous System

RSCF         Resource and Service Control Function

LSP
Label Switched Path

MPLS
Multiple Protocol Label Switching

DiffServ
Differentiated Service

RSVP
Resource ReSerVation Protocol
QoS
Quality of Service

SLA
Service Level Agreement

NP             Network Performance

CPE
Customer Premises Equipment

AN
Access Node

ER
Edge Router

BR
Border Router

BAS
Broadband Access

CPN
Customer Premises Network

CPE
Customer Premises Equipment

NGN
Next Generation Network
SNMP
Simple Network Management Protocol

UNI
User-to-Network Interface

NNI
Network-to-Network Interface

API
Application Programming Interface

[Ed. Note. This section will be updated based on the terminology used in this Draft]
5 Conventions

In this draft, "shall" refers to a mandatory requirement, while "should" refers to a suggested but optional feature or procedure. The term "may" refers to an optional course of action without expressing a preference.

[Ed. Note. This section will be updated to make it consistent with other ITU documents.]
6 Requirements

6.1 Design Goals

The end-to-end QoS architecture is designed to provide necessary quality for a variety of services and applications. This architecture ensures the interworking between different administrative domains with possibly varied architectures to achieve end-to-end QoS services. 

QoS is defined in Recommendation E.800 as follows: “Collective effect of service performance which determine the degree of satisfaction of a user of the service”. Based on this definition which is a fairly wide one encompassing many areas including subjective user satisfaction, one should provide mechanisms that would guarantee the requested services by measurement and compliance methods. This process also involves identification of parameters that can be directly observed and measured at the point at which the service is accessed by the users and network providers.

Recommendation I.350 defines Network Performance (NP) as the “NP is measured in terms of parameters which are meaningful to the network provider and are used for the purpose of system design, configuration, operation and maintenance. NP is defined independently of terminal performance and user actions”.

Hence the set of requirements for providing end to end QoS in the broad sense as defined above would be defined with the objectives that are measurable and quantifiable in some sense which will be made precise in this document. In the absence of fixed allocations of NP and CPN and terminal performance values, this architecture enables evaluation of end-to-end paths for their compliance with the objectives.

The following considerations are also part of the design goals: 

1. The NGN Architecture specifies services and functions, and not technology dependent implementations (Sec 1, FRA), or specific solutions. Furthermore, the Focus Group Terms of Reference indicated that the NGN must provide end-to-end QoS in an environment with heterogeneous domains, each with a locally-optimum QoS Architecture. The NGN QoS Architecture must follow this precedent and include the following aspects:

a) Session-oriented and non-session oriented user applications with specific network performance requirements (or Network QoS)

b) Priority communications services (e.g., emergency user applications)

c) User-initiated Requests for QoS and negotiation of QoS level or class, as well as Network-initiated Requests for QoS.

d) Several core and access network designs rely on the advantages of path-coupled QoS signalling architectures, requiring inter-working functions with those that prefer the path de-coupled approach. In the inter-working scenario, it appears that inter-domain signalling is most straightforward when conducted on-path, as it provides a clear association with the peering link involved. 

2.   NGN features include Mobility and Nomadicity, meaning that the NGN will use common solutions for fixed and mobile users to the extent possible, and utilise gateway, or inter-working functions where necessary to achieve this goal.

3.   The QoS Architecture document should adopt the general IP QoS Signalling requirements as agreed in July (except the interface-specific requirements, since they are specific to a particular signalling solution), but we note that these requirements are usually published as a Supplementary Technical Report to the Q-series of Recommendations. 

There are other features of IP networks that must be taken into account.  Various forms of "middleboxes" provide needed functions, such as:

1.  The Packet Gateway Function (PGF, as in the Figure for Session-based Services of the NGN FRA) is an example of a middlebox, as is an Access Media Gateway Function (AMGF).

2.  Firewalls, and other gateway-based access control devices

3.  Network Address Translators (NAT) that allow conservation of address space through deployment of private network addresses, and Network Port and Address Translators (NAPT) that modify both the port and address of translated packets (and cause issues for various protocols, e.g., session control).

4.  Proxies that allow administrative filtering or performance enhancement.

The QoS requirements must reflect the presence of middleboxes in the NGN.

1. Be independent of access technology and provide mechanisms that would allow negotiation between access and core networks that belong to different network providers

2. Accommodate User-initiated Requests for QoS and negotiation of QoS level or class, as well as Network-initiated Requests for QoS

3. Specify architectures with both path-coupled QoS signalling and path de-coupled QoS signalling, in addition to the inter-working functions required at domain boundaries (where it appears that path-coupled signalling is most straightforward, as it provides a clear association with the peering link involved).
4. Accommodate multiple administrative domains, and specify the inter-working between domains deploying heterogeneous QoS Architectures (in aspects beyond signalling) as permitted in NGN

5. Support various services, conventional as well as new applications; real-time multimedia communications, VPN and new advanced applications like telepresence and virtual reality etc.

6. Support priority communications (e.g., emergency user applications)

7. Support convergence of connectionless and connection-oriented networks and technology

8. Support both session-oriented and non-session-oriented applications (e.g., systems that require call control signaling as well as others that do not)

9. Support NGN's adoption of Mobility and Nomadicity features, meaning that the QoS Architecture will use common solutions for fixed and mobile users to the extent possible, and utilise gateway, or inter-working functions where necessary to achieve this goal.
10. Support admission control and congestion control mechanisms based on measurements

11. Accommodate the presence of middleboxes in the packet path, including firewalls and access media packet gateways 

12. Include a recommendation that NAPT devices not be used until an effective traversal mechanism is developed to support the affected protocols.

13. Support QoS extensions in middleware systems for innovative new services

14. Encompass the QoS aspects of CPE and user's Terminal Equipment (TE)

The high performance expected from the IP networks evolving to NGN has many requirements besides the QoS. The other considerations in this context that are closely related to QoS as follows:

· Security

· Reliability 

· Availability

· Resilience (Fault Tolerance)

The design goal would be therefore is an architectural framework that provides the collective requirements for users, both end users and others such as application providers and network providers. 

[Ed. Note. This section will be updated]

6.2 User requirements

Within the context of this draft user means customer, it administrates Customer Premises Network (CPN). The CPN has been extended to support advanced features that go beyond the single user model. To support enhanced features (multi-user, gaming, VoIP, video, etc), the CPN has supported the networking and management of devices and services within the home or business location.

Then user requirements should include:

6.2.1 Support Multi-User and Multi-Application
Support multi-user and multi-application are advanced features for user. In end-to-end QoS architecture, the CPN should be able to support multi-user and multi-application.
6.2.2 
Support Connectivity with Multi-Network
A user may obtain more different services by communicating with multiple networks. Supporting connectivity with multi-network will promote greater confidence to offer more services.
6.2.3 Common Minimum Service Level
A user should be able to support a common minimum service level offered by multiple networks at every location. The common minimum service level will enable user multi-homing to multiple networks and support the ability of the user to fail-over or distribute traffic to another network while maintaining the same QoS.

6.2.4 Common Service Classes
The offering of common service classes will promote a consistent expectation of performance across locations, networks, and over time.

6.2.5 Consistent Service Specifications
Consistent service specifications of end-to-end services with QoS will promote greater confidence in the offered service. 
Consistent service specifications should encourage users to subscribe to the appropriate bandwidth level for more reliable service.
6.2.6 Consistent Metrics
Consistent metrics will promote comparison of offerings, and increase understanding of what values of each are required for user’s applications.

6.2.7 Sustained Reliability/Priority
User should support the reliability/priority with which the service is to be sustained. Reliability for a service can be expressed in the form of a priority level with which that service requires a particular type of network function. Hence, reliability can be requested in the form of a Priority Class for that specific network function.

6.2.8 Base Network Capacity Required 
At both the application and network (i.e., Y.1221 [9]) levels, user should be able to offer the base network capacity required for end-to-end services with QoS.

6.2.9 Request-Offer-Answer Exchange 
User should be able to support the request-offer-answer exchange with networks. By the request-offer-answer exchange, user can accurately submit QoS requests and answer to network QoS response.

6.2.10 Standard Common Reporting
A user may communicate with multiple networks; each network may offer different reports, so it needs a standard common minimum report offered by multiple networks for a particular Service Level, the report would promote ease of understanding no matter which network was their provider. 
A standard common minimum report should include:

(1) Subscription Information

(2) Target Performance
(3) Measured Performance
(4) Network Compliance
(5) User Compliance

Information on user compliance is included to indicate time periods when the Network performance guarantee was not in effect due to user non-compliance. 

A standard common reporting should increase contents for each incremental successive service level. Additional reporting over the minimum could offer differentiation. 

6.2.11 Maintain Privacy
User should have an interface for maintain privacy. By the interface, user can configure the restricting information regarding their subscription, connectivity performance, connectivity topology, and traffic usage to others.

6.3 Network requirements

TBD

6.3.1 data plane
6.3.2 control plane

6.3.3 management plane

TBD

6.4 Interworking and Interoperability requirements
 [Ed. Note. Requirement of the QoS architecture should be given to ensure the interworking between different domains, different technologies and different authorities. The section title might be modified based on the alignment to other ITU documents. Contributions are invited]
6.5 Flexibility requirements

The end-to-end QoS architecture should support different kind of applications and related business models. 

There should not be any restrictions for QoS mechanisms inside a network, for example the network could support MPLS, or it could be the IP network without MPLS support. It is up to carriers to choose according to their own network situation.

As for QoS resource control, there could be a distributed or centralized approach or even a hybrid approach to fulfil the admission control and resource management. Resource control function can be implemented in a separated device, or it can reside in the edge routers or other existing physical element. It depends on the architecture inside the network.

Also, the flexibility lies in the following aspects:

-The flexibility of the resource request initiator, it could be the user, or the proxy (like the service controller)

-The QoS framework shall support dynamic QoS behaviour (i.e., it shall be possible to modify QoS attributes during an active session.)

The flexibility is based on the interworking and interoperability consideration and it should not go beyond them.

IP networks without MPLS support differs significantly from those networks with MPLS support. Networks with MPLS support provides the opportunity for connection oriented operation that employs traffic engineering (TE) concepts. Connection oriented operation is necessary for the realisation of connections with absolute QoS requirements. Resource allocation could be implemented using a centralised or distributed approaches.
IP networks without MPLS support are connectionless network that employs hop-by-hop packet forwarding. Hop-by-hop packet forwarding does not facilitate the support of resource allocation through a centralised or distributed approach since the paths that different packets traverse are not known apriori. IP networks without MPLS support can best offer relative QoS based on QoS architectures such as that described for the differentiated services.

6.6 Scalability requirements

[Ed. Note. This section will describe the requirements for scalability. This is an important consideration for reference model evaluation. Contributions are invited]

Scalability is a major concern in new architectures, services and applications of NGN. The fundamental premise of scalability is to provide a system that will not be impacted adversely by growth of hardware, software and number of applications and users. It provides essentially a mechanism to gracefully grow the network as necessitated by demand.

NGN must be flexible and have reusable components, be reliable and scalable, and be able to provide QoS support for different applications. In this context scalability refers to the ability to handle additional users, services and applications. This means that network performance and QoS parameters do not suffer degradation and user perception is not noticeably impacted as network grows. Scalability also affects reliability and system administration. Furthermore, a set of recommended measurements and tests should be defined related to NGN scalability.

Network scalability is often measured by the rate of growth of network connections with the increase of end points. Scalable networks grow linearly as the number of end points, N increase. Network architectures that grow following an N2 law do not scale well and could only support a limited set of end points.

The scalability is related to several aspects in the framework as network scales:
1)  Grainularity of resource control

The grainularity of traffic control could be per-flow, per-session or per-service class and so on. The smaller the processing grain is, the more the status information should be kept. IntServ model has a scalability problem when network scales because each router in the data path has to keep the status information of each flow; while in DiffServ model, the processing object is the aggregated flows based on several service classes, which increase the scalability greatly. To enhance the scalability, the grain of the traffic control should be considered, and especially to avoid keeping flow status in every network nodes along the path. 

2) Traffic control approach
When the network scales, the static configuration will have a scalability problem, For instance, the manually configured MPLS TE tunnel will bring more extra work when more tunnels need to be set up. However, dynamic approach may save a lot of work. 

For dynamic resource control, there could be centralized or distributed frameworks. For centralized approach, it is not scalable in nature. When the network scales it requires that the capability of the centralized devices could be upgraded smoothly. For distributed approach or other hierarchical approach, it separates the processing capability to multiple equipments, so it could handle the traffic when the network scales. In distributed approaches, however, it may need additional consideration on how to keep efficient interactions between the distributed parts without introducing the scalability problem. 

Both in the centralized and distributed approach, the linear relationship between the information that will be kept in the resource control device/devices and the number of network nodes should be kept; otherwise, it will also add to the scalability problem. 

In DiffServ model, there is no explicit singling protocols to request resource and there is no admission control function on behalf of the whole network, which makes the DiffServ model scalable. But to provide an assured QoS in DiffServ infrastructure, admission control function and QoS singling was introduced to the DiffServ domain. Bandwidth utility of control information in singling is another factor impacting scalability. This is related to the number and payload of the messages in QoS signalling. For instance, in RSVP, every flow needs a singling message. To reduce the number of singling messages into the network, some aggregation RSVP protocol has been proposed. 
3) Equipment capability

All the QoS-related functions will be implemented in the network equipment. The scalable system design of the router and resource control devices need to be considered. The equipment capability includes the following aspects. 

a) Memory of the router and other QoS related controller

The large number of information kept in the memory, for example the network resource status, and flow information, and also the frequent memory access and update could cause scalability problem. 

b) CPU capability

An important measurement is the ability to handle large volume of the flow requests that can be processed by the resource control function. Usually, complexity has a relation with scalability, if the algorithm and mechanism has a high computing complexity, it is hard to reach a good scalability.
A scalable QoS architecture should consider the above factors. Different approaches in different application environment may have different requirements for scalability. 

In a word, the functions that related to QoS control should not be the bottleneck when the network gets overloaded. 
6.7 Security

The QoS architecture described in this draft enhances the security of IP networks. And it does not raise any new security issues to IP networks.

MPLS technology can be used to implement network resource isolation between the different service classes. It prevents from the vulnerable best-effort traffic intruding into the reserved resource of LBN. 

Resource requests are initiated by service control function not by hosts, which prevents from the malicious resource requests and the resulting illegal excessive resource reservation, exhaustion and even DoS (denial of service). All of resource requests are triggered by the service requests that have passed the user authentication and authorization. Should also cover resource reservation by hosts.

Admission control is helpful against fabrication attacks, unauthorized traffic and the resulting congestion. 

Traffic marking can be  done  and checked edge routers. And the mark is trusted and reused by core routers. Initial markings can be done by hosts…

QoS (resource control) signalling can be out-of-band and path-decoupled, which can be delivered on the dedicated link with security encryption. Access nodes, edge routers and service control function should protect themselves from DoS attacks.

Still, the conventional network security mechanisms such as firewalls, intrusion detection software (IDS) and proxies are used against network attacks. If needed, authentication and integrity mechanisms can be used to protect UNI and NNI from interception, modification and fabrication attacks. 
[Ed. Note. This section will describe the requirements for security and is subject to change. Contributions are invited]

6.8 Reliability and Fault Tolerance

This section is about reliable service protection and rapid service restoration from the failure of an end-to-end QoS architecture. In user/data plane, the reliability and OAM function of routers is of much concern. In control and management plane, the reliability and backup of centralized admission control and resource management entities is of much concern. The interaction between different sub-layers may also make effects on the systematic reliability. 

In the end-to-end QoS architecture described in this draft, the key function physical entities could be multihomed for redundancy backup. That is, a AN could be connected to multiple ERs; an ER/AN could be connected to multiple RCFs in a domain; a SCF could be connected to multiple RCFs; a RCF could be connectted to multiple RCFs in other domains. The redundancy of the physical entities could be more or less according to the network requirements. 

The data consistency check by background process is used for avoiding the resource deadlock.

Routers should support MPLS OAM mechanisms at least including MPLS LSP fast failure detection and protection switching in conformance to ITU-T Y.1711 and Y.1720.

If a LSP is detected in failure, all service flows borne on the LSP should be rerouted rapidly if not receiving the call release form SCF. If the failure LSP is configured with one or more backup LSP, these flows traffic should be switched into the backup LSP rapidly and reliably. 
If the failure LSP is configured without any backup LSP, RCF should immediately select the new paths for these flows traffic and release the previously selected paths resource. It is desired to seek the equivalent path to the previous failure path in the same domain for a service flow as much as possible. For the fast path reselection, a routing matrix table may be used to calculate and store the equivalent paths for a service flow so that the path can be recalculated and switched partially instantly according to the service type, available resource, policy, specific QoS requirement and so on.

If needed, the key function physical entities could be installed with one or more backup entities working in the active-standby mode or in the load-balancing mode, such as RCF, Edge Router and Transit router. 
The cooperation and interaction between multi-layer protection mechanisms is for further study. 
[Ed. Note. This section will describe the requirements for reliability and is subject to change. Contributions are invited]

6.9 Mobility support requirements
[Ed. Note. This section will describe the requirements for mobility and is subject to change. Contributions are invited]

6.10 Other requirements
[Ed. Note. This section will describe other requirements such as deployment feasibility, complexity and efficiency, that are relevant to QoS architecture and are not discussed elsewhere within this document. Contributions are invited]

7 End to end QoS and network performance classes 

	Table 1/Y.1541 – Provisional IP network QoS class definitions and
network performance objectives

	Network performance parameter
	Nature of network performance objective
	QoS Classes

	
	
	Class 0
	Class 1
	Class 2
	Class 3
	Class 4
	Class 5
Unspecified

	IPTD
	Upper bound on the mean IPTD (Note 1)
	100 ms
	400 ms
	100 ms
	400 ms
	1 s
	U

	IPDV
	Upper bound on the 1 ( 10–3 quantile of IPTD minus the minimum IPTD (Note 2)
	50 ms (Note 3)
	50 ms (Note 3)
	U
	U
	U
	U

	IPLR
	Upper bound on the packet loss probability
	1 × 10–3 (Note 4)
	1 × 10–3 (Note 4)
	1 × 10–3
	1 × 10–3
	1 × 10–3
	U

	IPER
	Upper bound
	1 × 10–4 (Note 5)
	U


Note: "U" means "unspecified" or "unbounded".

The following table gives some guidance for the applicability and engineering of the network QoS Classes. For each class, network operators make capacity planning and traffic engineering.

Table 2/Y.1541 – Guidance for IP QoS classes

	QoS class
	Applications (examples)
	Node mechanisms
	Network techniques

	0
	Real-time, jitter sensitive, high interaction (VoIP, VTC)
	Separate queue with preferential servicing, traffic grooming
	Constrained routing and distance

	1
	Real-time, jitter sensitive, interactive (VoIP, VTC).
	
	Less constrained routing and distances

	2
	Transaction data, highly interactive (Signalling)
	Separate queue, drop priority
	Constrained routing and distance

	3
	Transaction data, interactive 
	
	Less constrained routing and distances

	4
	Low loss only (short transactions, bulk data, video streaming)
	Long queue, drop priority
	Any route/path

	5
	Traditional applications of default IP networks 
	Separate queue (lowest priority)
	Any route/path


 [Ed. Note. This section will describe end to end performance classes based on Y.1541 and harmonization with 3GPP definitions and service classes. Contributions are invited]

8 Generic reference Model

This section provides a general framework architecture that will be used as a guide to specific architectural needs that will be addressed in subsequent drafts that will follow this.  To motivate innovation and creation of new applications and to address the needs of users and providers of application and networks several types of architectures are envisioned such as centralized, decentralized and possible combinations of these two. 

Based on the two-layered NGN architecture, the general reference model of end-to-end QoS architecture is depicted as Fig.1.  It is designed to enable different technologies in CPE, access network and core network. The general reference model covers multiple administrative domain and multiple planes.
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Fig.1 General reference model for end-to-end QoS architecture
Editor’s note: Separation of control and management functions is for further study.

Change the figure to include user…separation of control and management functios could be separated, horizontal interfaces maybe related to interracs communications…but maybe other ways

There are several logical planes involved: service control and management plane, resource control and management plane and user plane. Between these planes, two reference points are defined. Vertical reference points include RP1 and RP2. Horizon reference points include the UNI and NNI.

Figure 1 Generic QoS architecture
[Ed. Note. The following text will be updated to describe the new figure.]

Senario1:  Centralized Resource control inside a network:

In this scenario, the admission control and the resource control is done in a single function entity, and the resource status information is gathered from each routers, and kept in the information base as a basis for admission control. There are no resource information sent between routers, and the configuration is done by protocols like COPS, or Diameters. 
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Fig.2 Centralized Resource control

Scenarios 2: Distributed resource control

In this scenario, the admission control and resource allocation is implemented in the edge of the network. Edge routers perform admission control based on the resource information they get from other edge routers. And to get a whole picture of the resource usage inside a network, the interaction between the edge routers could be done by the extended routing protocols.
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Fig.3 Distributed Resource control

Scenario 3: Hybrid Resource control 

In this scenario, the admission control and resource allocation is implemented in a hierarchical way. Edge routers could do the admission control and resource allocation with the guidance by a centralized function entity which is in charge of the whole network resource allocation. Usually, centralized function entity will perform coarse-grain resource allocation, for instance, the resource allocation for large pipes. Edge routers usually implement the fine-grained resource control, for instance, processing the per-flow/per-session based resource request. Centralized function entity could re-adjust the coarse grain resource allocation based on the usage of each pipe.
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Fig.4 hybrid Resource control

The detailed description of implementation is beyond the scope of this draft.

8.1.1 Access QoS Control and Management

The Access QoS Control and Management Function is to process the resource requests for different kinds of access networks, and perform admission control and resource allocation in the access network, and also is responsible for the interaction between other QoS Control and Management Functions. It also includes the monitoring function to verify the services provided to the users. 

It may receive the resource requests from the reference point RP1, i.e. from the general Service control and management function, and it could also get the request from the horizon UNI-C which is directly from the user.

Different scenarios and the interaction to core network will be elaborated in TR-ipaqos. 

8.1.2 General Service Control and Management function

General Service Control and Management Function includes both the service control and service management, and these two functions could be separated. Service control function includes functions for dealing with different services, like call/session control function, media service control function, data service control function, VPN service control function and other new value-added service control functions.

Service management function mainly includes service provisioning function, service policy management function, registration management function, user database management function, AAA function and OAM function.
Regarding QoS, General Service Control and Management Function will do the mapping from the service request to resource request if there is no explicit QoS parameters in the request. It also includes QoS- related charging and billing functions.

8.1.3 Function entities for CPN/UE

TBD

8.2 Reference points

Please note: for a specific end-to-end QoS solution, it is not necessary that all the reference points must be involved, it depends on the specific procedure the QoS architecture used. Some reference points could be merged due to the merge of several functional entities in a single equipment.

8.2.1 Vertical Reference Points

From a vertically view, there are two reference points, RP1 and RP2. 

RP1 is a reference point between service control plane and resource control plane. It maps between the service control and resource control. It conveys the QoS request for admission control and resource allocation. It also provides some feedback from resource control to service plane, for instance, some information used as the basis for accounting and charging.

RP2 is a reference point between resource control and user plane. It maps between the resource control to the data transport. It conveys the configuration information from the control plane to the routers, and also will give some feedback from user plane to report to control plane.

The vertical reference points will be elaborated in TR-racs.

8.2.2 Horizon reference points

From a horizontal view, there are two kinds of interfaces: UNI, and NNI. UNI and NNI deal with the information transmitted end-to-end. Both of them cover several vertical planes.

User and network interfaces could be divided into three sub-layer as UNI-C, UNI-U and UNI-S according to the planes it covers.

UNI-User plane: It mainly deals with the data transport interface. A CPE sited on a CPN is connected to provider’s network through this media interface. The interface between a CPE to the network provider’s network might be wireless or wireline, such as xDSL, HFC, Ethernet and etc.

UNI-Service plane: This interface mainly deals with the user service request initiated  from user to the service control function entities though signaling interfaces. Because of diversity of applications, the interface protocols used for this interface are various, such as SIP/SDP, H.323/H.245. 
UNI-Control Plane:  This interface will deal with the specific QoS requests from user CPE to the network resource control function after the prior authorization for the service from the Service control function. Some data services with QoS requirements but now without service signaling designed, like point-to-point or point-to-multipoint data delivery service, User CPE could map the application to the QoS requirements and can initiate a QoS request through RSVP, NSIS (that IETF is studying), or other protocols. 

NNI-User plane: It mainly deals with the data transport interface between two networks. Access network or core network is connected with core network through this interface. It might be Ethernet, POS, ATM and etc.
NNI-Service plane: This interface mainly deals with the service request between two service control and management functions through signaling. Protocols used for this interface could be SIP/SDP, H.323/H.245.
NNI-Control plane: This interface will deal with the resource requests between two resource control and management functions. Protocols used for this interface could be RSVP, NSIS (that IETF is studying), or other protocols. 

8.2.3 Examples for possible candidate for reference points

Some possible candidate protocols for these reference points are listed in Table 1. 

	Reference Point
	Possible candidate protocols examples

	RP1
	RSVP, IETF NSIS (still working on),other new protocols

	RP2
	Like COPS-PR, Diameter, H.248, SNMP…

	UNI-C,NNI-C
	QoS signaling protocols, like RSVP, IETF NSIS (still working on), and other new protocols

	UNI-S, NNI-S
	Call/Session control protocols, Like SIP/SDP,H.323/H245.


Table 1 Possible protocols for reference points

In Fig.1, a generic end-to-end QoS architecture is introduced to provide service and resource control functions in an abstract setting. In this setting a user application creates a set of low level requirements related to QoS, Security etc. This process can be implemented using a user process and the network access can be achieved by a gateway which can be provided by various types of network providers, access network providers or by another application provider. These requirements are signaled to a service and resource control function by the User Gateway. A user gateway functions as an agent with generic functions and acts as a proxy functional entity that creates resource and service allocation requests and oversees the validation process. Generic QoS Control and Management Function in this abstract setting is responsible to provide admission control, service control functions as well as allocation of resources based on the general constraint based requirements. Path selection based on QoS parameters and network route optimization are functions provided among other functions, such as Monitoring, SLS, Policy management, security, authentication etc.. Since this is a generic architecture, implementation details are not provided here. Some of the possible implementations are distributed, centralized or hybrid resource and service control. After the resources are determined and requested service level requirements are satisfied and the necessary resources are allocated, the provided services and resources are guaranteed. This guarantee mechanism is provided by a framework that establishes measurement and validation mechanisms for each resource request across entities. In addition to these a synchronization mechanism is provided to have the network measurement, resource allocations and other necessary data to be synchronized across the network.
9 Interfaces and Functional Information Model 

[Ed. Note. This section will describe interfaces and relevant requirements as well as Functional Information Model based. Signaling documents in SG11 will be referred and considered.Contributions are invited]
9.1 UNI
9.2 NNI
10 QoS mechanisms


Some of the proposed mechanisms are provided below:

Admission Control

Resource Control and Reservation

Parameter Tuning

TE

QoS Routing Constraint-based routing

Traffic Data Analysis

Anomaly Analysis

Traffic Conditioning 

Marking 

Shaping

 Policing

Congestion Avoidance

SLS Management

Capacity Management

Monitoring Measurement

Reliability Management

Policy Management

A QoS enabled node will have the general architecture shown in Figure 1. The focus of this section is on the forwarding path that is depicted by the bottom layer of Figure 1. The functionality illustrated in this layer includes packet classifier, policer, marker, the forwarding engine and the queue manager. Not all these functions will exist at every node in the network. The presence or absence of a certain function depends on whether the node is located at the edge or at the core of the network. 


Figure 1:
General Nodal Architecture


Edge nodes are likely to include all the functions shown at the bottom layer of Figure 1. The Edge node is the place where flow classification, policing, shaping, and marking take place. The execution of these functions requires the availability of per flow state at the edge. These functions are driven by policies enforced by a policy enforcement agent resides at the node. The policy enforcement agent is likely to communicate with a network management entity (or a policy manager). This policy manager supervises the operation of the sub-network. 

The design of the core nodes includes a subset of the functions shown in at the bottom layer of Figure 1. Classifications, policing, and marking are not necessary functions at the core nodes. Hence those nodes are relieved from the burden of keeping per flow state. This makes the network architecture scalable to a large number of flows.

Traffic conditioning function is required at the edge of the network. The requirements of the traffic conditioning function are:

· Ability to enforce multiple traffic parameters that might include committed rate, excess rate, and burst sizes, and,

· Ability to drop or re-classify and remark non-conformant traffic

Leaky bucket and time sliding window are two possible implementations of the metering function. The leaky bucket algorithm in particular has seen a wide deployment in the context of ATM switches because of its ease of implementation. Several metering/marking algorithms based on leaky bucket algorithm are available. Among those are FR algorithm in ANSI 606, RFC 2697 and RFC 2698.

In addition to the metering function, shaping might be needed at the network egress. Its value stems from its ability to avoid unnecessary traffic loss due to traffic characteristics mismatch as traffic crosses network boundaries.  A requirement of the shaping function is the ability to pace packets according to a contracted rate and shape. 

The implementation of the shaping function requires the support of per flow queues at the egress nodes. One possible implementation of the shaping function is based on buffered leaky bucket with a bucket size in the order of one packet. Such an implementation is usually referred to as peak-rate shaping.

Shaping function at the core nodes is not recommended. Shaping is a non-work conserving queuing discipline in the sense that the link could go idle while packets are sitting in the buffer. Therefore shaping could have some negative effects on the throughput of the network and packet delays.

Requirements of the queue manager entity are:

· A class queue with sufficient number of classes to support various services. 

· Minimum bandwidth assurances per class

· Minimum buffer allocation for each class queue to avoid the buffer starvation 

· Support of active queue management mechanisms such RED or WRED for TCP flows

· Support for simple discard thresholds for non-TCP flows, e.g. real-time traffic utilizing the UDP protocol.

[Ed. Note. This section will describe QoS mechanisms that are needed in the generic and specific architecture interfaces Contributions are invited]

10.1 QoS mechanisms in CPN 

[Ed. Note. This section will describe QoS mechanisms in CPN. Contributions are invited]

10.2 QoS mechanisms in access network

[Ed. Note. This section will describe QoS mechanisms in access networks. It is related to the findings of general access network QoS mechanisms that is being developed under Y.ipaqos]

10.3 QoS mechanisms in core network


[Ed. Note. This section will describe QoS mechanisms in core networks. It will contain some of the material listed in NGN-WD-87 listed under Y.e2eqos. Contributions are invited]

10.4 Interdomain and Interworking QoS mechanisms 

[Ed. Note. Me3chanisms of the QoS architecture relevant to be given to ensure the interworking between different domains, different technologies and different authorities. Contributions are invited]

11 Interaction with AAA system


[Ed. Note. This section will describe interaction of the architecture with AAA systems. It will contain some of the material listed in NGN-WD-87 listed under Y.e2eqos. Contributions are invited]

12 Interaction with network management system

[Ed. Note. This section will describe interaction of the architecture with NMS. It will contain some of the material listed in NGN-WD-87 listed under Y.e2eqos. Contributions are invited]

13 Other considerations

13.1 Business Considerations

This general model allows users to access the networks and other users through a User Gateway functionality to provide various services. This is a generic device that allows various access network realizations and transport networks to provide end-to-end services. These gateways can be provided by different types of network providers (mobile, fixed access, or other types of service providers). Depending on the provider supplying the User Gateways there will be different requirements and functionalities. Service control, admission control and resource and QoS support will be based on these. New business models are needed for each case since the access and transport collaboration is quite different in fixed and wireless providers. This will involve service agreements and requirements, security issues, and revenue sharing as well as service verification among network entities. The mechanisms can support the centralized versions as well as totally distributed and hybrid implementations. Enabling peer-to-peer applications are also important consideration in any end-to-end architecture scenarios. One important consideration of many of these applications is to have charging and revenue sharing mechanisms and the provided architecture have functional blocks that can address each of these issues. 

[Ed. Note. This section will describe general business considerations relevant to this framework draft. Contributions are invited]
Appendix 1 –Scalability consideration
The following components and methods need to be considered for scalable systems and scalability requirements.


Number and size applications


Number of client systems supported


Number of concurrent users


Load growth and application load profiles


Geographical distribution of load


Load distribution by time (daily, time of day, seasonal etc.)


Load balancing strategies


Administration and maintenance considerations


Caching and replication methods


Multicast mechanisms used to increase scalability


Number of simultaneous connections, 


Size of data and control messages exchanged, 


Usage of multi-threading, 


Distribution and managing objects 

For the distributed resource layer: network capacity, hardware configuration, replication mechanisms, fault-tolerance, transport layer, and bridging technologies.


Middleware products and their performance


Number and arrangement  of servers


Authentication and user profile management 


Hardware and software limits of each product (CPU, buffers. etc.)


Configuration and tuning used in basic hardware and software (routers, gateways, softswitches etc.) 

A detailed example study providing guidance needs to be developed that shows the impact of these factors on scalability. 

In addition several other important factors that help provide scalable systems with necessary QoS support need to be will  developed such as:

Scalability testing

Monitoring and Measurements

Performance : response time, throughput, etc

Device, OS, application server, DB, I/O, and middleware limits- configuration parameters  

Load Balancing

Methods of load balancing-measurement based auction based 

Replication and cashing

Distributed and centralized schemes

Multicasting schemes 

Modelling, Analysis and Simulation

The usage of modelling, analysis and simulation should be investigated on the determination of scalability requirements of NGN applications and architectures.

Annex A.  Supplementary material to be inserted into the main document

 [Ed. Note. There is no concensus on the status of this Annex.]

This part copies some sections from TRQ document with minor modification, and needs editing and further development,user/TE needs to beclarified]
QoS signalling requirements are expressed in terms of attributes include the following:

· the network QoS Class (i.e., Y.1541 [7]/Table 1);

· the network capacity required, at both the application and network (i.e., Y.1221 [9]) levels;

· the reliability/priority with which the service is to be sustained; and

· other elements of QoS.

Note that the complete set of classes for reliability/priority is yet to be defined. 

This document recognises that an automated system for obtaining User-to-User QoS on IP Networks, and on combinations of various network technologies, will require standard signalling protocols for communicating the requirements among the major entities.  For the purposes of this document, these entities are defined as:

1. Users and their end Terminal Equipment (TE); and

2. Network Service Providers/Operators and their equipment, especially equipment implementing the inter-working and signalling function between networks, and between users and networks.
Requirements 

Authentication of User and Network Peers is a prerequisite for QoS signalling.  Authentication may be accomplished by static extension of the zone of trust, or through an Authentication Protocol, which is beyond the scope of these requirements.
User-Network Signalling

The following requirements apply to QoS Signalling between Users (or their terminal equipment) and the responsible network entity. Attributes of a User QoS Request 
It shall be possible to derive the following service level parameters as part of the process of requesting service: (Some of these  may not be explicitly communicated by the user.)

1. QoS class from Y.1541 [7]

2. peak rate (Rp)

3. peak bucket size (Bp)

4. sustainable rate (Rs)

5. sustainable bucket size (Bs)

6. maximum allowed packet size (M)

It should be possible to derive the following service level parameters as part of the process of requesting service:

1. the Reliability/Priority with which the service is to be sustained, and

2. other elements of QoS.

Note that the complete set of classes for Reliability/Priority is to be defined. 

Users must be able to initiate requests for service quality. Such requests may have the following attributes if the TE has this ability:

· the network QoS Class (e.g., Y.1541 [7]/Table 1);

· the network Capacity required, at both the application and network (e.g., Y.1221 [9]) levels;

· the Reliability/Priority with which the service is to be sustained; and

·  other elements of QoS.

Note that the complete set of classes for Reliability/Priority is to be defined. 

Optional attributes include the user Application type and quality from among several quality categories, when such categories are available.  The type of application may be completely specified from the chosen quality category.

Terminal Equipment (TE) may compose the detailed request on the user's behalf, possibly based on configurations set by the user or equipment installer. Many TE may have the flexibility to match the user's request for application quality with network QoS classes by selecting parameters such as source coder type and packet size.

      Omitting Attributes of a User QoS Request 

Network QoS Class, Capacity, and Reliability/Priority are required attributes; others are optional. The Network Provider may assign default values for omitted attributes.

For example, Speech quality categories have been defined in ITU-T Rec. G.109 [12], but there is no comparable standard range of quality categories for Web browsing, financial transactions, or many other applications of networks (each is associated with a limited quality range in new ITU-T Rec. G.1010 [13). ITU-T Rec. P.911 [14] tabulates quality categories for Multimedia Communication (also known as video/audio/data conferencing) and Television applications. Users may simply wish to make requests for capacity, network QoS class, and reliability. 

A user/TE may make a service request without providing explicit QoS parameters.In case where explicit QoS request is initiated by TE the following requirements apply.

Form of a Verifiable User QoS Request 
The QoS requests made by the user/TE must be in terms that the network understands, especially the parameters for Network QoS. The Network QoS Classes and Network Capacity specifications in the signalling protocol must contain values that are verifiable by users (the classes in Y.1541 [7] meet that requirement). TE may conduct measurements to ensure that the committed performance and capacity levels are achieved by the network(s).

Special Case of User QoS Request to support Voiceband Channels

When the user/TE request is for a voiceband channel (to support speech or voice band modems), the QoS request (or other associated message) should contain the preferred voiceband codec and packet size. Other optional parameters may be included to indicate, for example, the use of silence suppression, the need for network echo cancellation, and alternate codecs/packet sizes.  

Many of the capacity attributes will be determined by this codec choice. Also, the network operation benefits from knowledge of the codec when the need for voice transcoding can be identified (and possibly avoided). However, much of the negotiation of application parameters takes place beyond the network's purview.

Flow Control for User QoS Requests and Re-requests

The TE must wait X seconds before re-submitting a request, and may have a maximum of Y simultaneous requests outstanding.  Time-outs for re-submission will increase exponentially. The protocol must be "congestion-aware," using failed requests as implicit indications of congestion or using explicit notification of congestion, if available.

Network Response to User QoS Requests

Network Service providers should be able to communicate the following messages and attributes (in the case of user-network interaction):

1. An Identification Code for the request exchange, to be used in this response and all messages that follow (such as User ACK, or Release, and also in Network-Network messages). When used together with other information, such as Src address, each request can be uniquely referenced.

2. The simple acknowledgement and acceptance of user/TE requests.

3. The performance level expected. The ability to achieve a performance level that is better than an aspect of the QoS Class response, if the network operator desires.  This indication may be made for a single performance parameter, or for a combination of parameters.

4. The ability to reject a request and, at the same time, to offer a modified service level that can be met. The response may modify the request and may include commitments to an alternate QoS Class, a lower capacity, and other indications such as those in item 3.

The processing of each request and determination of acceptance require considerable work on behalf of the network provider/operator.  Networks may wish to indicate a maximum time interval for which the response is valid.

User Answer to Network QoS Response

The final decision to accept or reject an offered service is left to the user/TE. This completes a Request-Offer-Answer exchange.

QoS Signalling at the Network – Network Interface
Network-network interfaces include the QoS related interfaces between network providers and between service provider and network providers in case that they have different ownership.〔Ｅｄ.note. This part needs to be further clarified〕

This section treats the case where multiple networks co-operate to realise the end-to-end connectivity desired.  Beyond the applications considerations mentioned above, network providers/operators primarily deal with Network QoS Classes, Network Capacity, and Reliability. Network-network signalling is the principal way for networks to determine multi-network compliance with QoS classes, since fixed performance allocations are not currently possible on IP Networks.

Network - Network signalling shall support the determination of the QoS Class offered to the user/TE, by communicating both the Network QoS Class requested, and the extent to which each specified parameter is already consumed.  This implies that each network knows the performance from the entrance node to the (most likely) exit node(s) for the network that has the best opportunity to complete the end-end path. Policies may also determine the next network chosen. The best-next network receives the network-network signalling request.

Networks shall determine if the desired capacity and reliability are available to support the specified Network QoS Class from entrance to exit node(s).  

Attributes of a Network QoS Request 

The attributes of the network's request are:

· the network QoS Class (e.g., Y.1541 [7]/Table 1), along with the consumption of individual objectives that are specified by the class;

· the network Capacity required, at both the application and network (e.g., Y.1221 [9]) levels;

· the interconnecting point(s), where user/TE traffic will leave the requesting network and enter the next network; 

· the Reliability/Priority with which the service is to be sustained; and

· other elements of QoS.

· Note that the complete set of classes for Reliability/Priority is yet to be defined. 

Optional attributes include the user Application type and the quality category, when such categories are available and meaningful.

Omitting Attributes of a Network QoS Request 

Network QoS Class, Capacity, and Reliability/Priority are required attributes; others are optional.

Performance Requirements for QoS Requests and Re-requests

An important aspect of the requirements for a signalling protocol is the performance requirement associated with that protocol. The most important areas where signalling performance requirements need to be established is the average / maximum latency for the establishment of service and the average / maximum latency for the re-establishment of service in the event of a network failure. The latency requirements described above for the signalling protocol depend on the performance characteristics of the underlying transport network. Because of this, performance requirements for the transport network must be specified along with the latency requirements for the signalling protocol. The combination of these factors leads to the following formal performance requirements for the signalling protocol.

1. Networks designed to meet the signalling protocol requirements specified in this section should be capable of supporting the network performance objectives of QoS class 2 in Y.1541 [7].

2. The average delay from the time of a UNI or NNI request for service to the acceptance or rejection of this service request by the network should be <800 msec.

3. The maximum delay from the time of a UNI or NNI request for service to the acceptance or rejection of this service request by the network should be <1500 msec.

4. The average delay from the time of a network failure to the time of re-establishment of service at any UNI or NNI interface should be <800 msec.  (This does not address restoration of failed links.).

5. The maximum delay from the time of a network failure to the time of re-establishment of service at any UNI or NNI interface should be <1500 msec.

 Response to a Network QoS Request 

Network providers shall be able to respond with the following messages and attributes (in the case of network-network interaction):

1. The ability to correlate all responses and subsequent requests to the original request is required. An Identification Code is one example.

2. The simple acknowledgement and acceptance of requests.

3. The ability to indicate a performance level that exceeds an aspect of the request/response is required, but the indication to other entities is a network option.  

4. The terminating network supporting the destination UNI shall offer a modified service level if the original service level cannot be met. The modified service may include commitment to an alternate QoS Class, a lower capacity, etc.

It is possible that a chain of network-network QoS requests will encounter a network that does not support the QoS signalling protocol or QoS Classes in general.  If this network is an essential section of the end-to-end path, then several results are possible. One is to reject the request, but at the same time offer an Unspecified Class (e.g., Class 5 of Y.1541 [7]), possibly with the indication of some additional parameter values.

When making entrance-to-exit performance commitments, only one of the interconnecting links will be included for all networks, except the first network which shall include both the link to the UNI and the link to the NNI (subsequent networks will include the exit link to the next interface, either NNI or UNI).

Accumulating Performance for Additional Requests

Signalling must communicate the consumption of the network (source-UNI to destination-UNI) QoS objectives. 
QoS Release
Users and Networks shall be able to signal when a previously requested network resource is no longer needed.
Performance

For reasons of signalling performance, the following areas should be addressed:

the number of messages required to establish, maintain and clear QoS requests should be kept to a minimum; and

the format of the IP Signalling Protocol information should be chosen to minimize message-processing delays at the endpoints.

Symmetry of information transfer capability
The QoS Signalling protocol shall support symmetric QoS Requests.  

Asymmetric QoS Requests are optional. That is, the end-to-end requests may be bi-directional where the information transfer capability in each direction might be different. 

Contention resolution

The QoS Signalling protocol shall be able to resolve all contentions with respect to resource allocation and collision.
Error reporting
The QoS Signalling Protocol shall include mechanisms for detecting and reporting signalling procedural errors or other failures detected by the TE/Network. Service failures may also be reported to the User.

Unrecoverable failures
The TE and Network Entities shall include mechanisms for returning the QoS protocol instance to a stable state after detection of unrecoverable failures.

Forward and backward compatibility
The QoS Signalling Protocol shall include a forward compatibility mechanism and backward compatibility rules.
Parameters and values for Transport connections

The signalling protocol(s) at UNI and NNI interfaces should be capable of specifying the following additional parameters as part of the process of requesting service:IP header fields: source + destination address (RFC 791 [1], RFC 2460 [2]);Source + destination port as specified in RFC 768 [4] and RFC 793 [5].
User-Initiated QoS Resource Modification
If the QoS request is initiated by User/TE explicitly, the following requirements apply.

Either User may be able to modify the resources associated with an active Transport connection, represented by the information contained in the Transport Connection messages. 

Collision of connection resource modification requests shall be avoided by the Served User.

Modification shall be performed with no loss of IP transport contents.

The use of the preferred Transport Connection messages is to avoid the need for subsequent modification of the connection resources immediately after the establishment.

User/TE (IP Endpoints) should determine, through the use of end-end application level capability signalling, the ability and support to use resources beyond those currently in use.  The support / lack of support of the capability to modify Transport Connection messages, for a Transport connection must be indicated by the originating IP Endpoint. The terminating IP Endpoint must indicate the support / lack of support of the modification capability of the Transport Connection messages. Only when both Endpoints indicate modification support can modification be attempted.

This capability uses the following objects:

1. Transport Connection message Modification Support Request,

2. Transport Connection message Modification Support Response. 

Emergency Service
Requirements for support of Emergency Services may be specified in a future version of this document.  The protocol will identify reserved objects, bits, etc. This topic is treated in general under reliability and priority attributes.

Reliability/Priority Attributes
Reliability/Priority attributes are the same for User-Network and Network-Network signalling requirements. Reliability for a service can be expressed in the form of a priority level with which that service requires a particular type of network function (e.g., Connection Admission Control Priority). Hence, reliability can be requested in the form of a Priority Class for that specific network function. Two types of network functions apply for Reliability/Priority classes: Connection Admission Control and Network Restoration. As an example, emergency services can signal for the highest available connection admission control priority during emergency conditions. 

No formal standards exist with respect to the qualitative (e.g., number of priority classes) or quantitative (e.g., time-to-restore) aspects of reliability. From the viewpoint of signalling, there should be a limited number of Priority Classes for all network functions in order to ensure scalability (e.g., 4 classes). The signalling protocol needs to be able to provide the capability to effectively convey these priority requests once priority level attributes are established in standards forums. 
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� The values of IP Loss Ratio, IP Transfer Delay, and IP Delay Variation as specified in Y.1221 [9] may be derived by specifying the QoS class from Y.1541 [7] as a signalling parameter.
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