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1 Introduction

This Draft Problem Statement is the first deliverable from WG 7 on  “Future Packet Based Bearer Network”.  Subsequent documents will further identify the requirements for architectures (and protocols), which will fill the gaps, if any, which are identified with current architectures and systems.   

2 Some problems with current Packet Based Networks (PBNs)

Network operators are now facing a major turning point in the evolution of their many and various service-dedicated network platforms (such as PSTN, ATM, FR, Internet backbone, IP VPN, etc.) towards a simpler, more converged “Connectionless” and “Connection-Oriented” common service networks.  Such a network must be robust, carrier-scale, and flexible, while at the same time optimizing both Capital Expenditures (CAPEX) and Operational Expenditures (OPEX). 

3 Definitions

cl-ps  – connectionless packet switched (e.g., the IP transport network)

co-ps – connection oriented packet switched (e.g., MPLS as a server)

co-cs – connection oriented circuit switched (e.g., the traditional TDM network)

Network Mode – one of cl-ps, co-ps, or co-cs

4 Issues Facing Network Operators
Current cl-ps networks have the advantage that they provide a relatively simple operational model, and the disadvantage that they are unable to provide hard end-to-end QoS guarantees in a cost-effective way. Current co-ps networks have the advantage that they can provide guaranteed performance, but possibly at a relatively higher operational complexity. Operators therefore require that both cl-ps and co-ps modes be supported in order to be able to provide all the services that their customers require.
4.1 Support for different traffic types
Network operators require a scalable architecture that:

· enables the provision and guarantee of SLS (Service Level Specifications), 

· is ‘designed for uncertainty’, and 

· provides for different traffic types
 and their associated service differentiation mechanisms.  

Further, in order to provide such QoS based services, a network must provide a mechanism (virtual or otherwise), which provides for the logical separation of different traffic classes associated with different traffic.

4.2 Protecting the control and management planes from user-plane traffic

Network operators require that their control and management infrastructure be protected from user traffic
. Thus, a network architecture must provide the capability to separate the various planes in a particular mode (e.g., cl-ps, co-ps, or co-cs).  An example is the separation of data plane from control plane in the SS7 architecture. 

4.3 Guaranteeing and charging for Service Level Agreements

As broadband access penetration increases and new applications emerge, the question of how to deliver QoS based services, along with the mechanisms for charging these services has become increasingly important.  To this end (and at the very least), network operators will want to:

· Guarantee fair access to shared resources in the access network.

· Control load distribution to avoid focused overload in the core.

· Support hard guarantees to customers.

· Support pricing of different classes.
Any QoS architecture must provide for these functions. It is important to note that in general, the QoS functions described above are characterized by their end-to-end behaviour.  However, while QoS architectures such as the IETF’s Differentiated Services (DS) Architecture [RFC2475] define an end-to-end QoS model, the DS model itself is described in terms of Per-Hop Behaviours (PHBs) and edge traffic conditioning, and network operators may feel that the DS model is insufficient to provide the required end-to-end QoS guarantees.

4.4 The need to ensure emergency services get through and are maintained

Network operators are required to ensure that emergency services (e.g., 112 or 911 emergency calls) are established and are not dropped under conditions of resource shortfall. A related problem in current QoS approaches is the inability to distinguish between ‘urgency’ (defined as how fast a service request or user packet must get processed in the up-state to meet the application’s QoS requirements) and ‘importance’ (defined as the survivability of a given service request or user packet compared to all other service requests or user packets when the network has insufficient resources to service all the traffic, irrespective of QoS classifications).
4.5 Provide adequate security
Network operators require that their infrastructures are secure. However, architectures that carry control and management plane information in-band (i.e., in the user plane, such as the IP network) can offer greater potential for attacks against an operator’s network infrastructures. Such attacks include classical security attacks (hijacking, privacy, non-repudiation, etc), as well as attacks on network availability (e.g., Denial of Service (DoS) attacks).
4.6 Identification, location, and remediation of faults (OAM)

Clearly, network operators will require the ability to rapidly detect, locate, and remediate network faults (preferably proactively, i.e., before the customer notices).  However, certain architectural choices can make such rapid fault remediation difficult or impossible. For example, consider the case of IP networks, where control and management information are carried in-band. In this case, it can be difficult or impossible to rapidly locate, diagnose, and repair certain classes of faults (in particular, those faults which have the property that the fault itself prevents fault detection, location, or repair).

4.7 Performance Monitoring

Network operators also require the ability to monitor the performance of their networks and the services they provide. The same architectural choices that can cause fault remediation to be difficult (or impossible) can cause similar problems for performance monitoring.
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� Please refer to WG 3 for a discussion of traffic classes.


� See section 5 additional discussion of security.
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