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Abstract

This document completes the sections remaining unfilled in the Draft TR-msnniqos. The new sections are highlighted. It is proposed that these sections be added to Draft TR-msnniqos. This draft also reflects comments made during the meeting.

Proposal

If agreed by the group, It is proposed to incorporate these sections in Draft TR.msnniqos.

	ITU-T Draft TR-msnniqos

Multi Service Provider (Network Operator) Network to Network Interface (NNI) for IP Quality of Service 


	Summary

This document tries to complete the sections remaining unfilled in the Draft TR-msnniqos. The new sections are highlighted. It is proposed that these sections be added to Draft TR-msnniqos. Some sections are referenced from other ITU-T Recommendations; the meeting may decide to only reference those Recommendations and take that material out.
This draft focuses on the required functions and procedures necessary for support of for Multi Service Provider Network to Network Interface for support of IP Quality of Service (QoS).

Multi Service Provider Network to Network (NNI) interfaces may support different higher layer services.  To ensure that public networks will interwork with each other supporting a set of services, this draft specifies the Network to Network Interface (NNI) for IP QOS between Network Operators. This will enable next generation of IP based networks as global telecom infrastructure. 

It specifies requirements for Inter-Service Provider (Network Operator) interoperability and service provisioning at the NNI. 
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Introduction

This document adds to the Draft TR-msnniqos being prepared in the NGN FG.

Proposal

If agreed by the group, It is proposed to incorporate these sections in Draft TR.msnniqos.
DraftTR-msnniqos

Multi Service Provider Interface for IP QOS - Architecture and Requirements 

Scope

This draft focuses on the required functions and procedures necessary for support of for Multi Service Provider interface for support of IP Quality of Service (QoS). 

A standardized IP QOS across service provider boundaries will be needed to support different services.  To ensure that IP QOS based networks  will interwork with each other supporting a set of services, this draft specifies the network-to-network interfaces between network operators. 
It supports the following objectives of the Next Generation Network:

· In a multi-service provider network, a specific objective is to define and  facilitate  Interoperability between networks

· End-to-end IP QOS

It specifies the Inter-Service Provider interoperability and service provisioning at the NNI.
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Definitions

This draft defines or uses the following terms:

Abbreviations

This draft uses the following abbreviations.

AF
assured forwarding

DS
differentiated services

E1
Digital Hierarchy Transmission at 2.048 Mbit/s

EF
expedited forwarding

IDQ
Inter-domain QoS

IP
Internet protocol

IPDV
IP packet delay variation

IPER
IP packet error ratio

IPLR
IP packet loss ratio

IPTD
IP packet transfer delay

NNI
Network to Network interface

PDB
per domain behavior 

PHB
per hop behavior 

QoS
quality of service

T1
Digital Hierarchy Transmission at 1.544 Mbit/s

ICI
Inter Carrier Interface

Conventions

Multi Service Provider (Network Operator) Interfaces Architecture

Figure 6-1 provides a general network architecture and interface at which the functions are described in this draft. Multi service provider networks encompassing different transport technologies, services and applications will need to be interoperable.
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Figure 6-1:  Scope of Multi-Service Provider Interfaces

Requirements

Solution requirements and constraints for Inter-Domain QoS (IDQ) must be understood prior to development and design, and kept in mind during development and design. This section lists the requirements gathered for Service Providers and their Customers. These needs include those required to design a working system and those that make it deployable.

Some of these needs are listed below, together with key recommendations. This list of needs may appear to be lengthy, but as made clear by the 7x11 QoS matrix given by ITU-T Rec. G.1000 (see Annex), capturing all of the elements that can affect QoS involves many items.

SPs needs

1) Agreement of consistent Service Specifications

2) Agreement of consistent minimum Service Class definitions

3) Defined impairment targets across each SP

4) Minimize impact to existing SP operations

5) Place as few restrictions on each SP as feasible - preserve flexibility

6) Clearly defined interfaces with other SPs and its customers

7) Flexible low overhead measurement system

8) Tools to support operation

9) A management system to support operation

10) Wide applicability

11) Clearly stated responsibilities of terminating and transit SPs

Agreement of consistent Service Specifications

A commonly defined and agreed upon set of service specifications are needed to enable concatenation of service from multiple providers to deliver an IDQ service. These specifications form the technical agreement between Providers and their customers. In essence, if a customer’s egress traffic conforms to the agreed bandwidth (measured using a “standard” method) for a Service Class, then the Provider will deliver that traffic meeting the performance of that Service Class to another subscriber.

Agreement of consistent minimum Service Class definitions

Rather than offer Services based upon a set of values for several network metrics, Service Classes such as “low latency” are typically being offered by SPs for services offered within their domain. Each Service Class is associated with a set of values for those metrics. However, many SPs have different definitions which complicate Inter-domain QoS. Furthermore, there are many possible Service Classes. An agreement of a minimum set of Service Classes to be supported together with their method of identification and performance is required. Additional Service Classes may be added over time or by SPs that wish to offer them for differentiation purposes.

Key Recommendation: An initial set of Service Classes should be selected using criteria of their known demand, well understood applications, and customer perceived value.

Impairment targets

Impairment targets for the selected metrics must be well specified for each SP along the delivery path. It is expected that certain metrics will not be concatenatable by simple addition, and that new methods will be required.

Key recommendation: Any Delay metric should be determined in part by the distance between an SP’s ingress and egress routers.

Minimize impact to existing SP operations

· Maximize the use of existing infrastructure

· Minimize incremental traffic overhead – control, measurement, management, etc.

· Maintain privacy

· Maintain security levels.

A solution should not require hardware changes to network equipment (routers, switches, modems, etc.). New/changes to protocols and/or network equipment software, tools, and management systems should be minimized.

Providers must be able to choose their own implementation mechanisms, ranging from simple over-provisioning to more complex traffic engineering and scheduling methods

Only a small percentage of available network capacity should be allocated to use for IDQ overhead purposes. For a customer link consider the percentage required of a 64kbps capacity link. For other points in the network, consider the aggregate percentage.

Certain information about topology and performance is expected to be sensitive. It may be necessary to restrict the accessibility to this information, or to provide a scheme which hides actual information.

The solution should not decrease the level of security, including making “hard-to-get” information “easy-to-get”.

Preserve flexibility

· Supports multiple Service Levels

· Provides for differentiation of services among Providers

· Incrementally deployable

· Deployable as both SP “managed” and “un-managed” services

· Provides for both dynamic and static bandwidth reservations

· Provides for flat subscribed and usage based, and does not prevent destination based billing

The solution must be flexible enough to be able to offer multiple service levels. Service Levels typically include Service Specification (Bandwidth and scope of each Service Class), Report, Cost, Support, etc. The minimum characteristics of service levels should be defined. The number of Service Levels should not be so large as to confuse customers.

While a common minimal level of service is required across SPs, their ability to compete must be maintained. Differentiation is expected by such factors as

· Better than minimum required performance

· Better than minimum required service levels

· Offering of all defined service classes

· Offering of additional service classes

· Better customer support

· Better than minimum required reporting

It is expected that deployment will start in a limited way. Most likely limited to small parts of the few participating SPs offering few Service Classes. Any solution must allow for deployment to be easily increased over time.

The solution must support services that terminate at Provider Edge devices, or Customer Edge devices, or at a customer’s host system. Traffic between two PEs is known as edge-to-edge, between two CEs as end-to-end, and traffic between two customer’s host systems is known as host-to-host. Managed services may include those offering termination at a CE or a customer’s host system.

Static bandwidth reservation is pre-provisioned using traditional SP techniques. For example, a customer may buy 4Mb/s VoIP, 6 Mb/s Low Latency, 8 Mb/s Multimedia, and 30Mb/s Best Effort on a link which is provisioned on a yearly basis. Dynamic bandwidth reservation is provisioned in real-time based upon customer need.

The pricing model for the sender is based on bandwidth per service class. The Service Provider will set those prices and may use a flat rate per unit of bandwidth or a specific rate for specific bandwidth increments. The solution should not prevent a Service Provider’s pricing to be different for traffic that is within a region compared with traffic that is destined for other global destinations.

Clearly defined interfaces with other SPs and its customers

· Protect SPs from non-compliant traffic

· Provide interfaces for control, measurement, management, and business processes

Each SP will offer Service Specifications for each Service Class with other SPs and its customers. The Service Specifications include ingress and egress bandwidth for each Service Class. In both cases, each party has obligations about which they should be monitored and receive reports. In order to protect itself from receiving more traffic than contractually agreed, policing must be conducted. In the case of receiving traffic which exceeds the contacted amount, action must be taken to protect an SP. That action must be well specified. Typically obligations during the period when non-compliant traffic is ingressing a SP will differ from “compliant” periods.

Key recommendation: When traffic that is marked for a certain service is received from a customer who has not subscribed to that service, the provider must take steps to ensure it does not interfere with legitimately marked traffic both in the provider who receives it and in subsequent providers.

Key recommendation: Policing using defined methods must occur at all SP edges. 

Requirements for control, measurement, management, and business process interfaces are yet to be determined.

Flexible low overhead measurement system

· Highly scalable

· Uses consistent performance parameter measurement metrics

· Use consistent measurement timescales

· Generate measurements of the network impairments metrics which can be concatenated to closely approximate overall performance

· Monitor to assure delivery

· Monitor to determine network compliance

· Monitor for problem resolution

· Generate assured data for prospective customers

· Provide methods for prospective customers to see what performance they could expect if they subscribed

Key choices for a measurement system are

A. Passive measurement of actual User traffic or Active measurement by the use of special probes

B. Performance metrics

C. Timeframes for a time reference (the same start time is used for measurement intervals to allow correlation of information from different providers), for mean inter-probe time, for “roll-up” time (can't have one provider measure delay variation over a month and another measure it over 15 minutes) and reporting times 

D. Positioning of measurement points. Imagine a full worldwide mesh of CE-CE probes, this would not be scalable, whereas a network model that segments the network and defines the positioning of measurement points would be scalable if it enabled probes to be re-used.

Key recommendations: 

A. Active probes should be used, with each probe being highly leveraged for multiple purposes where possible.

B. One-way metrics should be used. These should include Loss ratio, Mean Delay, statistical Delay Variation, and a metric which measures the amount of loss within a short period of time (suggest we call this metric “Availability”).

C. Time should be referenced to UTC including accuracy, the other timeframes should be selected using the criteria below

D. Measurement points should be positioned with either the customer’s edge router or the SP’s edge router, plus peering points and other locations

The selection of timescales for performance measurement should be determined by the following criteria:

· The measurement overhead traffic must be kept at a low level

· The measurement and scalability requirements must be achievable on current hardware

· The basic timescale must be large enough to contain the start and end of a large number of traffic flows

· The basic timescale must be common and synchronized globally among SPs

· The timescale must be meaningful to network users and capture any productivity or service quality issues they perceive in the network.

· The timescales should not unduly emphasize momentary glitches such as link outages or re-routing events where they do not significantly impact network user experience.

Tools to support operation

It is likely that a solution will require either or both directory based and network based discovery tools. For example, tools will be required to discover the participating SPs, their management systems and network equipment, which service classes they support, and whether a particular service class is supported by all SPs along multiple delivery paths. Discovery of destination customer subscription may also be desirable.

A Management system to support operation

· Manages the initiation, aggregation, storage, analysis and reporting of measurements

· Provides support for billing and settlements

· Provides support for inter-SP communications

· Provides support for directory-based lookup of shared information

These requirements are self-explanatory

Widely Applicable

· to both private and public networks

· independent of the underlying transport mechanism (eg MPLS, ?, etc)

· independent of the underlying method of QoS delivery (eg by overbuilding or traffic engineered)

· independent of unicast or multicast

· supports differing time-zones

· supports any geographical distance

· Easily scalable to many SPs

These requirements are self-explanatory

Clearly Stated Responsibilities

Responsibilities of SPs are expected to differ depending upon whether they are providing service to the customer (terminating) or only other SPs (transit). Example responsibilities are

· Provide information regarding network devices, measurement devices, peering points, and customer subscriptions.

· Support required performance characteristics of each Service Class

· Route IDQ traffic preferentially to other IDQ providers

· Interconnect with majority of other providers that support IDQ

· Supply measurement points

· Monitor measurements taken

· Cooperate in troubleshooting with other IDQ SPs 

· Take responsibility for sizing the interconnect with the backbone providers

· Publish reports

Customer needs

· Commonly understood performance across supported service classes

· Use of consistent metrics which reflect network impact on Users’ applications

· “Standard” minimum common reporting

· Consistent provisioning of site-to-site services with QoS

· Similar offered service levels

· Maintain Privacy

Commonly Understood Performance across Supported Service Classes

The offering of common service classes would promote a consistent expectation of performance across locations, providers, and over time.

Use of Consistent Metrics which Reflect Network Impact on Users’ Applications

Consistent metrics will promote comparison of offerings, and increase understanding of what values of each are required for User’s applications.

“Standard” Minimum Common Reporting

A common minimum report offered by multiple SPs for a particular Service Level would promote ease of understanding no matter which SP was their provider. Additional reporting over the minimum could offer differentiation. Elements of a minimum report should include

· Subscription

· Target Performance

· Measured Performance

· Network Compliance

· Customer Compliance

with incremental content for each successive service level

Information on customer compliance is included to indicate time periods when the SP’s performance guarantee was not in effect due to customer non-compliance.

It encourages customers to subscribe to the appropriate bandwidth level for more reliable service

Consistent provisioning of site-to-site services with QoS

A consistent performance experience for applications will promote greater confidence in the offered service.

Similar offered service levels

Common minimum service level offered by multiple SPs at every location which would enable customer multi-homing to multiple SPs and support the ability of the customer to fail-over or distribute traffic to another SP while maintaining the same QoS.

Maintain Privacy

Customers should be given the option of restricting information regarding their subscription, connectivity performance and topology, and traffic usage to others.

Network to Network (NNI) Interface specifications

The Multi-Service Provider NNI interface includes support of the following capabilities.

Data QoS Aspects - Markings

Requirements are extracted from Y.1541 section 5.3.1; (table1 appears after section 5.3.4 of Y.1541). The text below is placed for convenience and can be removed with appropriate references.
The objectives in Table 1 apply to public IP networks, between MPs that delimit the end-to-end IP network. The objectives are believed to be achievable on common implementations of IP Networks.

The left-hand part of Table 1 indicates the statistical nature of the performance objectives that appear in the subsequent rows.

The performance objectives for IP packet transfer delay are upper bounds on the underlying mean IPTD for the flow. Although many individual packets may have transfer delays that exceed this bound, the average IPTD for lifetime of the flow (a statistical estimator of the mean) should normally be less than the applicable bound from Table 1.

The performance objectives for 2-point IP Packet Delay Variation are based on an upper bound on the 1-10–3 quantile of the underlying IPTD distribution for the flow. The 1-10–3 quantile allows short evaluation intervals (e.g, a sample with 1000 packets is the minimum necessary to evaluate this bound). Also, this allows more flexibility in network designs where engineering of delay buildout buffers and router queue lengths must achieve an overall IPLR objective on the order of 10–3. Use of lower quantile values will result in under-estimates of de-jitter buffer size, and the effective packet loss would exceed the overall IPLR objective (e.g., an upper quantile of 1-10–2 may have an overall packet loss of 1.1%, with IPLR=10–3). Other statistical techniques and definitions for IPDV are being studied as described in Appendix II, and Appendix IV discusses IPDV performance estimation.

The performance objectives for the IP packet loss ratios are upper bounds on the IP packet loss for the flow. Although individual packets will be lost, the underlying probability that any individual packet is lost during the flow should be less than the applicable bound from Table 1.

Table 1/Y.1541 

Provisional IP QoS class definitions and network performance objectives

	
	
	QoS Classes

	Network Performance Parameter
	Nature of Network Performance Objective
	Class 0


	Class 1


	Class 2


	Class 3


	Class 4


	Class 5

Un-specified 

	IPTD
	Upper bound on the mean IPTD (Note 1)
	100ms
	400ms
	100ms
	400ms
	1 s
	U

	IPDV
	Upper bound on the 1-10-3 quantile of  IPTD minus the minimum IPTD (Note 2)
	50ms (Note 3)
	50ms (Note 3)
	U
	U
	U
	U

	IPLR
	Upper bound on the packet loss probability
	1*10-3 (Note 4)
	1*10-3 (Note 4)
	1*10-3
	1*10-3
	1*10-3
	U

	IPER
	Upper bound
	1*10-4 (Note 5)
	U

	General Notes:

	The objectives apply to public IP Networks. The objectives are believed to be achievable on common IP network implementations. The network providers' commitment to the user is to attempt to deliver packets in a way that achieves each of the applicable objectives. The vast majority of IP paths advertising conformance with Recommendation Y.1541 should meet those objectives. For some parameters, performance on shorter and/or less complex paths may be significantly better.

	An evaluation interval of 1 minute is provisionally suggested for IPTD, IPDV, and IPLR, and in all cases the interval must be reported.

	Individual network providers may choose to offer performance commitments better than these objectives.

	"U" means "unspecified" or "unbounded". When the performance relative to a particular parameter is identified as being "U" the ITU‑T establishes no objective for this parameter and any default Y.1541 objective can be ignored. When the objective for a parameter is set to "U", performance with respect to that parameter may, at times, be arbitrarily poor.


All values are provisional and they need not be met by networks until they are revised (up or down) based on real operational experience

	Note 1 – Very long propagation times will prevent low end-to-end delay objectives from being met. In these and some other circumstances, the IPTD objectives in Classes 0 and 2 will not always be achievable. Every network provider will encounter these circumstances and the range of IPTD objectives in Table 1/Y.1541 provides achievable QoS classes as alternatives. The delay objectives of a class do not preclude a network provider from offering services with shorter delay commitments. According to the definition of IPTD in Y.1540, packet insertion time is included in the IPTD objective. This Recommendation suggests a maximum packet information field of 1500 bytes for evaluating these objectives.

Note 2 – The definition and nature of the IPDV objective is under study. See Appendix II for more details.

Note 3 –This value is dependent on the capacity of inter-network links. Smaller variations are possible when all capacities are higher than primary rate (T1 or E1), or when competing packet information fields are smaller than 1500 bytes (see Appendix IV).

Note 4 – The Class 0 and 1 objectives for IPLR are partly based on studies showing that high quality voice applications and voice codecs will be essentially unaffected by a 10-3 IPLR.

Note 5 – This value ensures that packet loss is the dominant source of defects presented to upper layers, and is feasible with IP transport on ATM.




Existing standards specify several metrics and measurement methods for point to point performance. Notable are the ITU-T Y.1540 and Y.1541 standards and the IETF IP Performance Metrics (IPPM) Working Group standards. However, many options and parameters are left unspecified, as are concatenation of performance over multiple network segments, allocation of impairment targets, mapping between IP and non-IP metrics, accuracy, and data handling. Each of these topics must be specified in order to support QoS across multiple heterogeneous Service Providers.

The NGN FG is working to extend the existing standards and to provide standards that cover these additional topics.

Regarding network performance metrics, the IPDV has been modified to reference the mean delay rather than the minimum. 

A new metric has been added named Unavailability. Unavailability is significant when a human observer detects a business impacting application failure due to network loss.  For a typical application such as telephony, a network is considered unavailable by the user if there is an inability to connect, or a connection is lost. The measurement of unavailability attempts to approximate this view by detecting periods during which network unavailability would have noticeable impacts on applications and individual or business productivity. Unavailability is calculated from the distribution of loss measurements over time.
Each UDP echo based active probe which crosses the NNI will provide measurements towards all these metrics.

a) Mean delay and 

b) Delay variation (90, 99 and 99.9 percentiles)

c) Unavailability

d) Loss Ratio

See FGNGN-OD-000xx, “Performance Measurements and Management for NGN” for further details 

The following text and table 2 from Y.1541 section 5.3.6  gives some guidance for the applicability and engineering of the QoS Classes.

Table 2/Y.1541

Guidance for IP QoS classes
	QoS Class
	Applications (Examples)
	Node Mechanisms
	Network Techniques

	0
	Real-Time, Jitter sensitive, high interaction(VoIP, VTC)
	Separate Queue with preferential servicing, Traffic grooming
	Constrained Routing and Distance

	1
	Real-Time, Jitter sensitive, interactive (VoIP, VTC).
	
	Less constrained Routing and Distances

	2
	Transaction Data, Highly Interactive, (Signaling)
	Separate Queue, Drop priority
	Constrained Routing and Distance

	3
	Transaction Data, Interactive 
	
	Less constrained Routing and Distances

	4
	Low Loss Only (Short Transactions, Bulk Data, Video Streaming)
	Long Queue, Drop priority
	Any route/path

	5
	Traditional Applications of Default IP Networks 
	Separate Queue (lowest priority)
	Any route/path


Traffic policing and or shaping may also be applied in network nodes. 

The following text and table VI.1 from Y.1541 Appendix VI gives some guidance on Per Domain behavior.
A DS Region may contain one or more DS Domains (Network Sections), conforming to Per Domain Behaviors (PDB) [RFC3086]. PDB specifications are work in progress. One or more Per Hop Behaviors (PHBs) may be combined with other Diffserv tools (such as traffic conditioners) to construct Per Domain Behaviors. The currently defined Differentiated Services PHBs are Assured Forwarding (AF) [RFC2597] and Expedited Forwarding (EF) [RFC2598]. The AF specification defines a group of 4 AF classes that should be handled independently. 

The following Table VI.1/Y.1541 associates the Y.1541 QoS classes to Integrated and Differentiated Services. This table assumes that all IP packets are in profile, when such a traffic profile is specified for the IP packet stream.

Table VI.1/Y.1541

Possible Association of Y.1541 QoS classes with Differentiated Services

	IP transfer service
	IP QoS class
	Remarks

	Best Effort PDB
	Unspecified

QoS class 5
	a legacy IP service, when operated on a lightly loaded network may achieve a good level of IP QoS

	PDBs based on Assured Forwarding


	QoS classes 2,3,4
	the IPLR objective only applies to the IP packets in the higher priority levels of each AF class.

The IPTD  applies to all packets

	PDBs based on Expedited Forwarding


	QoS classes 0 and 1


	


Based on the above information, the transmitting SP should appropriately signify or “mark” the QOS class and network performance objectives for the call. The receiving SP should honor the request. This can also be accomplished in the control or signaling phase of the call or in appropriate markings in the user plane. The exact SLA between the SPs is implementation dependent. 

Configuration of Interfaces (NNI)

Bandwidth

The following text is implied by note 3 in Table 1 of Y.1541
“Inter-network links need to be at least the primary rate (T1 or E1) so that delay objectives can be met”.

However, it is recommended that each of these links be T3 or E3 rates since we are referring to optical network environments.

NNI Traffic Shaping Requirement 

Traffic Requirements from section 8.7, Rec. Y.1291 shall apply at the NNI.

Traffic shaping deals with controlling the rate and volume of traffic entering the network. The entity responsible for traffic shaping buffers non-conformant packets until it brings the respective aggregate in compliance with the traffic. The resulted traffic thus is not as bursty as the original and is more predictable. Shaping often needs to be performed between the egress and ingress nodes.

There are two key methods for traffic shaping: leaky bucket and token bucket. The leaky bucket method employs a leaky bucket to regulate the rate of the traffic leaving a node. Regardless of the rate of the inflow, the leaky bucket keeps the outflow at a constant rate. Any excessive packets overflowing the bucket are discarded. Two parameters are characteristic to this method and usually user configurable: the size of the bucket and the transmission rate.

The token bucket method, on the other hand, is not as rigid in regulating the rate of the traffic leaving a node. It allows packets to go out as fast as they come in provided that there are enough tokens. Tokens are generated at a certain rate and deposited into the token bucket till it is full. At the expense of a token, certain volume of traffic (i.e., a certain number of bytes) is allowed to leave the node. No packets can be transmitted if there are no tokens in the bucket. Yet multiple tokens can be consumed at once to allow bursts to go through. This method, unlike the leaky bucket method, does not discard packets. Two parameters are characteristic to the token bucket method and usually user configurable: the size of the token bucket and the rate of token generation.

The leaky and token bucket methods can be used together. In particular, traffic can be shaped first with the token bucket method and then the leaky bucket method to remove the unwanted busts. Two token buckets can also be used in tandem.

By metering/monitoring the temporal properties (e.g., rate) of a traffic stream against the agreed traffic profile, a meter can invoke necessary treatment (e.g., dropping or shaping) for the packet stream.

Virtual circuits shall be over-engineered to meet the most stringent traffic forecasts between the interconnecting SPs.The exact requirements are service dependent between the interconnecting SPs; the SPs must agree on the use of one or both of the leaky and token bucket mechanisms and agree on 

1. size of the leaky or token bucket

2. transmission rate

3. rate of token generation

QOS guarantee mechanism 

The exact IP QOS guarantee mechanisms are service dependent. They are described in the subsequent sections. They will form part of the traffic SLA between the interconnecting SPs (Diff Serv./Int. Serv/MPLS)

Scheduling Mechanisms

Requirements from section 8.3 Rec. Y.1291 shall apply.

Queueing and scheduling control which packets to select for transmission on an outgoing link. Incoming traffic is held in a queuing system, which is made of, typically, multiple queues and a scheduler. Governing the queuing system is the queuing and scheduling discipline it employs. There are several key approaches:

· First-in, first-out queuing. Packets are placed into a single queue and served in the same order as they arrive in the queue.

· Fair queuing. Packets are classified into flows and assigned to queues dedicated to respective flows. Queues are then serviced in round robin. Empty queues are skipped. Fair queuing is also referred to as per-flow or flow-based queuing. 

· Priority queuing. Packets are first classified and then placed into different priority queues. Packets are scheduled from the head of a given queue only if all queues of higher priority are empty. Within each of the priority queues, packets are scheduled in first-in, first-out order.

· Weighted fair queuing. Packets are classified into flows and assigned to queues dedicated to respective flows. A queue is assigned a percentage of output bandwidth according to the bandwidth need of the corresponding flow. By distinguishing variable-length packets, this approach also prevents flows with larger packets from being allocated more bandwidth than those with smaller packets.

· Class-based queuing. Packets are classified into various service classes and then assigned to queues assigned to the service classes, respectively. Each queue can be assigned a different percentage of the output bandwidth and is serviced in round robin. Empty queues are skipped.

The appropriate scheduling mechanism has to be selected between the interconnecting SPs to ensure IP QOS  guarantees employed within their networks.

Routing

Requirements of Section 7.2 of Rec. Y.1291 shall be followed. The specific agreement between the interconnecting SPs is service dependent.

QoS routing concerns the selection of a path satisfying the QoS requirements of a flow.  The path selected is most likely not the traditional shortest path. It is important to note that QoS routing provides a means to determine only a path that can likely accommodate the requested performance.  To guarantee performance on a selected path, QoS routing needs to be used in conjunction with resource reservation to reserve necessary network resources along the path.

QoS routing can also be generalized to apply to traffic engineering.  (Concerning slowly-changing traffic patterns over a long time scale and a coarse granularity of traffic flows, traffic engineering encompasses traffic management, capacity management, traffic measurement and modelling, network modelling, and performance analysis.)  To this end, routing selection often take into account a variety of constraints such as traffic attributes, network constraints, and policy constraints [IETF RFC 3272].  Such generalized QoS routing is also called constraint-based routing, which can afford path selection to bypass congested spots (or to share load) and improve the overall network utilization as well as automate enforcement of traffic engineering policies.

Path selection, traffic management, capacity management, traffic measurement, network modelling and performance analysis based traffic adjustments are agreements between the interconnecting SPs to hold within the bounds of the min/max bounds of the IP QOS SLA between them.

Protocol Mechanisms Required

Requirements from section 12, Rec. Y.1291 shall apply. The appropriate protocol mechanisms from those listed below will be selected by the interconnecting SPs.

To illustrate how QoS building blocks interact and form various QoS approaches, this section describes three standardized approaches: integrated services (IntServ), differentiated services (DiffServ), and Multi-Protocol Label Switching (MPLS).

IntServ

Primarily for supporting real-time delay sensitive applications, the IntServ (see, e.g., [IETF RFC 1633]) approach is built on the understanding that a flow serviced at a rate slightly higher than its data rate has a bounded delay and the network can guarantee the delay bound of a flow by per-flow resource reservation.  With this approach, an application, before sending data, first signals to the network the desired service request, including specifics such as its traffic profile and bandwidth and delay requirements.  The network then determines whether it can allocate adequate resources (e.g., bandwidth or buffer space) to deliver the desired performance of the service request.  Only after the request is granted can the application start to send data.  As long as the application honours its traffic profile, the network meets its service commitment by maintaining per-flow state and by using advanced queuing disciplines (e.g., weighted fair queuing) for link sharing.  The building blocks relevant to the IntServ approach include admission control, queuing, resource reservation, traffic classification, and traffic policing. In particular, the signalling protocol RSVP is used to reserve resources. The network may accept or reject a reservation request via admission control based on resource availability.  A successful reservation request results in installation of states at the RSVP-aware nodes.  The building blocks interact by having access to the state information and other provisioned (thus relatively static) data objects.

DiffServ

The concept behind the DiffServ approach is treating a packet based on its class of service as encoded in its IP header.  The service provider establishes with each user a service level agreement (or service level specification), which, among other things, specifies how much traffic a user may send within any given class of service. The ensuing traffic is classified (on a per-packet basis) into one of a small number of aggregated flows or classes and policed at the border of the service provider’s network.  Once the traffic enters the network, routers provide it with differentiated treatment.  In contrast to the IntServ approach, the treatment is based not on a per-flow basis, but solely on the indicated class of service.  The overall network is set up so as to meet all service level agreements.  The relevant building blocks (which include buffer management, packet marking, service level agreement, traffic metering and recording, traffic policing, traffic shaping, and scheduling) interact with each other in a relatively static way, primarily through provisioned data objects.

MPLS

Initially developed for the purpose of interworking between the IP and ATM (or Frame Relay) networks, MPLS [IETF RFC 3031] achieves substantial gains in packet forwarding speed through the use of short, layer-2-like labels.  Upon entering the MPLS network, a packet is assigned once and for all a Forward Equivalence Class (FEC), which is encoded as a fixed length string known as a label.  When the packet is forwarded to the next hop, the label is sent along with it.  At the next hop, the label is used as an index into a pre-configured table to identify the following hop, and a new label.  The old label is replaced with the new label and the packet is forwarded to the following hop.  The process continues till the packet reaches the destination.  In other words, packet forwarding in MPLS is entirely label driven, whereby packets assigned the same FEC are forwarded the same way.  Furthermore, labels are meaningful only to the pair of routers sharing a link, and only in one direction--from a sender to the receiver.  The receiver, however, chooses the label and negotiates its semantics with the sender by means of a label distribution protocol.  MPLS in its basic form is particularly useful for traffic engineering.  To provide explicit QoS support, MPLS makes use of certain elements in the IntServ and DiffServ approaches.  The label distribution protocol, for example, can be based on a resource reservation protocol [IETF RFC 3209].  With it, required network resources along a label switched path can thus be reserved during its set-up phase to guarantee the QoS of packets traveling through the path.  In addition, by using the label and certain EXP bits of the shim header that carries the label to represent the differentiated service classes, packets of the same FEC can be subject to DiffServ treatment [IETF RFC 3270].  The relevant building blocks for MPLS include buffer management, packet marking, QoS routing, queuing, resource reservation, traffic classification and traffic shaping. They interact through the label-switched-path state information installed in each MPLS node by a label distribution protocol and through provisioned data objects.

The protocol mechanisms to be used between the interconnecting SPs are implementation dependent. Inter-provider agreements on the protocol mechanism or mix thereof would help in efficient traffic flow between the SPs and in adhering to the specific SLAs agreed with.

Directory Services
 

To determine endpoint address resolution between interconnecting SPs, there may be a need for some directory function between the SPs. This function may be accessed by all exiting/incoming calls on the interconnecting link. There will be a need to constantly update the directory function by a customer service function agreed between the interconnecting SPs. This function is implementation dependent.

Network Performance

The PSTN design strategy is based a highly fault-tolerant high-capacity circuit switching architecture. However, IP network elements vary in size and function and are deployed in a network with redundancy. Therefore, PSTN element requirements are not directly applicable to IP element requirements. IP network design techniques for achieving high-availability include fault-tolerant hardware, fault-tolerant software, system redundancy, and network interface redundancy. Network Performance in the IP network will meet or beat PSTN requirements.

Service Availability 

The scope of this is from the user’s PC to a far end server.

ITU-T Rec. E.800 defines QoS as “the collective effect of service performance which determine the degree of satisfaction of a user of the service,” and provides a definitional framework that shows the different aspects of QoS.

 E.800 has an overall term Serveability with the definition given below

“The ability of a service to be obtained – within specified tolerances and other given conditions – when requested by the user and continue to be provided without excessive impairment for a requested durations.

NOTE – Serveability performance may be subdivided into the service accessibility performance, service retainability performance and the service integrity performance.

Service availability is defined as occurring when the performance of all of a set of selected performance parameters is deemed acceptable. The performance of a specific parameter is deemed acceptable if its perfomance is greater (or lesser) than that of a pre-specified threshold. The entirety of these selected parameters and their thresholds is called the availability function. The failure of one or more of these parameters results in a transition to the unavailable state. The available state is re-entered when all parameters are once again functioning acceptably.

Agreement has been reached on the estimation af access availability in IP networks based on the state of customer facing ports (available or unavailable) over a defined period of time.
 The availability will be affected by the reliability of these ports (see next section on reliability).


Reliability 

Reliability is another parameter covered by Rec. E.800.

Reliability is the probability that an item can perform a required function under stated conditions for a given time interval.

IP Network design involves a tradeoff between node reliability, path diversity and redundancy, and restoration times to ensure overall availability

A provisional requirement for reliability of the inter-SP link for IP QOS guarantee is 99.999% for each link.

Interactions between services 

It is required that the underlying IP QOS will ensure that higher layer applications like VOIP and IP VPNs will continue to operate to required service levels without interruption.

Service Provisioning

Once an agreement has been reached between the SPs to interconnect necessary provisioning procedures should be undertaken by the interconnecting SPs to ensure Service turn-up by the appropriate date. This will require invocation of new and legacy systems to work harmoniously so the process is automated as in the normal service turn up cases where no service interconnections are required. In this case coordination between the interconnecting SPs will be required to ensure end-to-end cross SP provisioning..

Network/Services Management

The necessary IP based and underlying OAM capabilities will be in place to ensure IP QOS SLA guarantees.

A customer care center as shown in Figure 13 between the interconnecting SPs may be needed for customer care and trouble shooting connectivity issues. 

[image: image2.wmf]UNI

UNI

ICI/NNI

Access

ISP Network

ISP Network

Access

Inter Provider Interconnection

Customer care 

center

 

Fig. 13 Administrative Customer Care Function

Exact agreements are expected to be SP and implementation dependent.

Security

Security policies according to a policy server the terms of which are agreed between the interconnecting SPs will be needed. These will be in user, control and management planes. Exact policies will be service and SP dependent.

____________

ANNEX A

	
	SERVICE QUALITY CRITERIA

	
	SPEED

1
	ACCURACY

2
	AVAILABILITY

3
	RELIABILITY

4
	SECURITY

5
	SIMPLICITY

6
	FLEXIBILITY

7

	SERVICE FUNCTION
	
	
	
	
	
	
	

	SERVICE
MANAGEMENT
	Sales & Pre-Contract Activities    1
	
	
	
	
	
	
	

	
	Provision   2
	
	
	
	
	
	
	

	
	Alteration   3
	
	
	
	
	
	
	

	
	Service  Support     4
	
	
	
	
	
	
	

	
	Repair       5
	
	
	
	
	
	
	

	
	Cessation  6
	
	
	
	
	
	
	

	CONNECTION
QUALITY
	Path Establsh.   7
	
	
	
	
	
	
	

	
	Information Transfer    8
	
	
	
	
	
	
	

	
	Path 

Release     9
	
	
	
	
	
	
	

	              BILLING        10
	
	
	
	
	
	
	

	NETWORK / SERVICE MANAGMENT BY CUSTOMER               11
	
	
	
	
	
	
	


Figure 1/G.1000: Matrix to facilitate identification of communications QoS criteria
(slightly modified to make it relevant to NGN)

� This function may not be needed.


� "Access Availability of Routers in IP-Based Networks," Committee T1 tech. rep. T1.TR.78-2003.
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