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Abstract
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TR-enet

The QoS Architecture for the Ethernet Network

(Ottawa, 2004)

Introduction

From the NGN requirements, the Ethernet network can be a best candidate as future packet transport mode. For the specific requirements from control-/management views of NGN, The QoS architecture for the Ethernet network has to consider the following concerns.
· Flexible Connection Configuration and bandwidth allocation 

· Dynamic provisioning for end-to-end connectivity 

· Priority, access control, and security protection, etc.

· TE/QoS handling for acceptable end-to-end quality

· End-to-end/segment OAM and Protection & Restoration

· End-to-end OAM, segment OAM

· Segment-wise 1+1 Protection & Restoration (P&R), end-to-end P&R

· L1/L2/L3 VPN services 

· access control, QoS, and security according to VPN services
· Support integration of L2 ~ L7 switching capabilities 

· TE/QoS, routing, and control processing, etc.

· Binding between Ethernet MAC address and high layer services

The Ethernet-based NGN is broadly characterized as employment of lightweight IP protocol for control of Ethernet data flows. In underlying hardware layer, most data link feature and interface defined in IEEE 802.3 will not be altered. However, intelligent signaling and routing protocols of NGN will be necessary in replacement to simple bridge control algorithms [STP][MSTP]. 
The overall scope of the Ethernet network will cover not only the area of customer’s local network but provider’s access network and core network that employ Ethernet technology. 
1
Scope

The scope of this draft includes

· Service definitions and requirements of the Ethernet based NGN
· Reference Model of QoS Architecture for the Ethernet based NGN
· QoS Procedures for the Ethernet based NGN
2
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3
Abbreviations

(Editor Note: To be developed)

CPN
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4
Terms and Definitions

(Editor Note: To be developed) 

5 Service Definition and Requirements for the Ethernet based NGN
5.1 Ethernet based NGN Service Definitions
The key idea of the Ethernet-based NGN is to keep the same frame format as Ethernet. There is no format conversion during end-to-end delivery of packets. But, without change of the basic frame format, the control-/management field can be encoded inside the network like the VLAN (IEEE 802.1p&q).

· Definitions of the Ethernet-based NGN

The Ethernet-based NGN means the network using the Ethernet technology though any physical media including fixed and wireless environments. The Ethernet is a transfer medium of the core network as well as the user interface. The Ethernet-based control-/management functions satisfy the service requirements of the NGN.

5.2 Ethernet based NGN Service Requirements

The service requirements of the Ethernet-based NGN can be divided into end user requirements and network provider requirements.

· End User and application requirements

· keep the same Ethernet frame format for fixed and wireless interfaces. The different frame format like RPR frame of IEEE 802.17 is not allowed at the user interface.

· It requests that there is no change of the existing operating system or device drivers of the Ethernet interface to support data, audio, and video applications at the end user system.

· It operates auto-discovery capability like ARP/RARP. The same discovery function can be extended for global VPN services like VPLS, Ethernet virtual connection (EVC) or Ethernet relay, etc.

· Depending on applications, the end user may request the relevant QoS/TE capability.
· Network Operator requirements

· The equivalent capabilities with SONET/SDH including the OAM, protection & restoration, and load sharing capabilities. The additional field of the Ethernet frame may be encoded like VLAN header.

· The provider provisioned VPN capability. The existing VLAN can be extended or changed to support the NGN core network. 
· Auto-configuration like neighbor discovery 

· access control based on MAC address

6
Reference Model of QoS Architecture for the Ethernet based NGN
6.1
 Introduction
As the MAC layer protocol, the Ethernet can support all the layer 2 and 3 protocols like IPv4, IPv6, ATM, PPP, and MPLS, etc. Also, the layer 1 protocols like SONET/SDH, TDM, and wireless links are used to deliver the Ethernet frames. But, in views of Ethernet service, the high layer protocols (e.g., IP, ATM, PPP, or MPLS, etc) can encapsulate the Ethernet frame, which looks like a kind of high layer service.

(Editor Note) In order not to confuse the functional architecture of the Ethernet-based NGN, it requests the clarification between Ethernet MAC layer and Ethernet service itself. The control/management functions of the Ethernet-based NGN are also defined in alignment with these concerns. The current understanding of the Ethernet-based NGN means that the Ethernet technology is used as a MAC layer protocol, not service.

The Ethernet-based NGN are depending on the QoS/TE capabilities of each layer. For example, the QoS/TE capability of IP over Ethernet over SDH is depending both on IP QoS/TE (layer 3), Ethernet QoS/TE (layer 2), and SDH QoS/TE capabilities (layer 1). Therefore, the QoS/TE mappings between different layer protocols are important. Normally, the higher layer has more accurate QoS/TE capabilities rather than the lower layer. It means that the IP QoS class has to be more accurate rather than the Ethernet QoS. 

The example of layer model of QoS/TE capabilities are shown in Figure. 1/TR-enet.
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Figure 1/TR-enet Example of QoS/TE mapping relating to Ethernet-based QoS/TE
(Editor Note)


The followings are the consideration points for the Ethernet-based QoS/TE mechanism.

· how many priority, how many service class, etc.

· flow-based traffic shaping, by-pass, re-routing, etc.

· Real-time, priority provisioning or bandwidth reservation mechanism 
· Signaling requirements for End-to-End QoS in relating to MPLS signalling
· Three bit for priority (802.1p) is applicable to the NGN core network 

· 12 bit for VLAN identification (used for flow id.)

· 802.1q for drop preference (DP) versus Diffserv

In order to reserve the bandwidth between end users, the end-to-end signaling protocol have to operate both for the Ethernet layer and the upper layer protocols. 

6.2 
Reference Architecture

Figure 2/TR-enet shows Ethernet service architecture as defined in ITU-T Recommendation G.8010. The interface between the customer and the provider is an Ethernet User to Network interface (E-UNI). Ethernet services could be offered by concatenating a number of providers’ networks. Network to Network Interface (NNI) defines the interface between different provider networks.
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Figure 2/TR-enet
Ethernet Service Architecture

The E-UNI is an Ethernet interface at both the physical layer and the medium access control (MAC) layer. Across the UNI Ethernet frames as defined in IEEE 802.3 or IEEE 802.1Q are exchanged between the user and the provider. Ethernet frames may be untagged or tagged with VLAN Tag control information. VLAN Tag control information consists of the VLAN ID (VID) and the user priority bits (commonly referred to as the p-bits) as shown in Figure 3/TR-enet.
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Figure 3/TR-enet Ethernet Tag Control Information

Ethernet frames are transported inside the transport network using the native transport technology deployed. The transport technology may be either CO-CS (Connection Oriented, Circuit-Switched), CO-PS (Connection Oriented, Packet-Switched), or CL-PS (Connectionless, Packet-Switched). Examples of the different transport technologies that are currently deployed are given in Table I/TR-enet.  

Table I/TR-enet

Examples of Transport Technologies and Services

	Technology
	Examples

	CO-CS
	SONET, SDH

	CO-PS
	ATM, FR, MPLS

	CL-PS
	IP, Ethernet


For CO-CS, Ethernet frames are encapsulated using the Generic Framing Procedure (GFP), G.7041 frame encapsulation. Ethernet frames are then transported in a transparent way across the circuit-switched networks.

For packet-switched transport Ethernet frames are to be encapsulated and forwarded using the native transport technology, e.g. ATM.

6.2.1
Ethernet Virtual Circuit (EVC)

The main service instance is the Ethernet Virtual Circuit (EVC). The EVC extends between two UNI. Across the UNI one or more VLAN ID are mapped to the same EVC. An EVC may support multiple Classes of Services as identified by the p-bits. The multiple service classes could differ in their QoS requirements. Each of those service classes is considered a separate CoS instance.

From the class of service perspective, an EVC can have one of three possible types:

· Single Class of Service EVC in which all frames belonging to the EVC are treated in the same way and are subjected to the same bandwidth profile

· Multi-CoS EVC with single bandwidth profile in which frames may be treated differently according to their classes of service but all frames are subjected to the same bandwidth profile.

· Multi-CoS EVC with multiple bandwidth profiles, in which frames are treated differently according to their classes of service and frames belonging to a particular class of service are subjected to a single bandwidth

6.2.2  
Ethernet User Network Interface (E-UNI)

E-UNI is the interface between the end customer and the network. A single UNI may support more than one EVC destined to different destinations. Similar to the EVC, from the QoS perspective E-UNI can be one of three types:

· Single Class of Service E-UNI in which all frames belonging to the E-UNI are treated in the same way and are subjected to the same bandwidth profile

· Multi-CoS E-UNI with single bandwidth profile in which frames may be treated differently according to their classes of service but all frames are subjected to the same bandwidth profile.

· Multi-CoS E-UNI with multiple bandwidth profiles, in which frames are treated differently according to their classes of service and frames belonging to a particular class of service are subjected to a single bandwidth

6.3 
QoS Provisioning and Mapping

6.3.1
Ethernet Traffic Management Functions

Figure 4/TR-enet shows architecture for Ethernet traffic management. Figure shows both the control and data plane functions.

The control plane functions are those concerned with metering configuration based on the Bandwidth Profile parameters, mapping of Ethernet connections to the corresponding core connections, and resource allocation and admission control, if necessary. 

The data plane is concerned with manipulating Ethernet frames based on the results of a classifier, meter, and marker. Conformance of Ethernet frames received at the UNI is verified using a metering function. Based on the output of the meter an Ethernet frame may be colored, recolored, or dropped according to its conformance. Frames are then marked with the appropriate core forwarding class and proceed to the network.
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Figure 4/TR-enet
Architecture for Ethernet Traffic Management

Traffic management mechanisms can also be divided to those mechanisms implemented at the edge of the networks at the interface between the customer and the provider, and to those mechanisms implemented inside the network to ensure that traffic volume do not exceed capacity and to treat frames based on their performance requirements. This contribution addresses the mechanisms at the edge as well as inside the network. The resulting service as seen by a subscriber is the result of combining these mechanisms at the two places.

6.3.2
Definition of Edge Traffic Management Functions

Traffic management mechanisms at the provider edge are usually concerned with ensuring that customer submitted traffic (classification) adheres to certain traffic pattern (conformance definition) and within the parameter values (traffic parameters) that are agreed upon between customer and provider.

Actions must be taken when customer’s traffic exceeds the assigned parameter values. These actions (edge rules) usually involve dropping the excess traffic or mark the excess frame with discard eligibility flag.

The main components of the edge mechanisms are collectively referred to as traffic conditioning as was described in the IP differentiated service architecture. In its general form the traffic conditioning function in consists of a classifier, metering, marker, dropper, and shaper functions. The following describes each of the edge functions as identified above.

6.3.3
Classification

Classification is the first step in traffic conditioning to identify sequences of frames (or flows) and correlate those sequences with the traffic parameters, conformance, actions and network behaviour. 

Classification can be based solely on L2 (Ethernet) quantities or make use of elements of higher layers, e.g. IP. Classification can also be based on an EVC or the entire UNI.

Ethernet frames may be tagged or untagged. Tagged frames will contain the Tag control information field as shown in Figure 2/TR-enet. Both the VID and the user priority bits can be used for flow classification. For instance, frames with certain VID values are assigned certain traffic parameters and network behaviour. Frames can also be classified based on their addresses (source and destination addresses), e.g. frames exchanged between two CEs can be assigned a certain treatment. 

6.3.4
Ethernet Traffic Parameters and Conformance Definition

Service traffic parameters are usually associated with rate parameters and the associated measuring period. The measuring period can be stated explicitly in seconds, i.e. rate parameters are measured over a time window of fixed length. Alternatively the measuring period can be stated in terms of the amount of traffic expected back to back at a given rate.

An example of explicit measuring period is the Frame Relay Service (FRS) traffic parameters in Recommendation I.370. Both the Committed Information Rate (CIR) and the Excess Information Rate (EIR) are obtained by observing the amount of traffic submitted over a time period, T. Committed burst, Bc, and excess burst, Be are the maximum allowed at any time interval of duration T. 

On the other hand, the ATM traffic parameters as described in Recommendation I.371 represent an example where parameters are defined based on a rate value and a burst size. For instance, I.371 defines the sustained cell rate (SCR). Associated with the SCR is a maximum burst size (MBS). Cells conforming to SCR can arrive contiguously at a given peak cell rate (PCR).

The MEF in its traffic management draft defines CIR and EIR. Associated with CIR and EIR are the committed burst size (CBS) and excess burst size (EBS). Frames may arrive at the access rate (AR) as long as they are within their burst sizes. Otherwise frames are declared non-conformant relative to the conformance definition. The MEF defined parameters bear some similarity to FRS parameters in the sense that both the CIR and the EIR concepts are used. However they differ from FRS parameters in the absence of a specified time period over which parameters may be measured.

The function of the conformance definition is to determine the conformance of incoming frames to the service parameters. The conformance definition is a deterministic algorithm that provides a deterministic upper bound, or deterministic envelope, on the amount of traffic admitted to the network. A deterministic upper bound is necessary for proper engineering of network resources needed to satisfy the performance requirements.

An Example of conformance definition is that of FRS where the volume of traffic submitted over a period of time of fixed duration. I.371 defines the generic cell rate algorithm (GCRA) as the conformance definition for ATM traffic parameters. The GCRA is based on a continuous-time continuous-state token bucket algorithm. 

The conformance definition defined at the MEF is shown in Figure 5. Frames conformance can be defined by making use of the conformance definition. For instant frames conformant to CIR and CBS are those that are conformant to TBRA (CIR, CBS). In a similar way frames conformant to EIR are those conformant to TBRA (EIR, EBS). Figure 5/TR-enet shows an arrangement for rate conformance for both CIR and EIR.
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Figure 5/TR-enet 
Ethernet Metering and Marking Algorithm

6.3.5
Edge Rules

Frames that deemed non-conformant according to some conformance definition must be acted upon in certain way. There are usually two actions associated with non-conformant frames. Those are drop or marking.

With dropping, non-conformant frames are not allowed to progress further beyond the edge node of the provider network. Non-conformant frames are dropped or alternatively no excess traffic is allowed to the network.

With marking, non-conformant frames are marked for discard eligibility. Discard eligible frames are allowed to the network with the understanding that no performance assurances are extended to them. Discard eligible frames are to be dropped first when the network is in a congestion state. The volume of the discard eligible frames is usually limited, e.g. by EIR in order not to overwhelm network resources and negatively impact upper layer performance.

The choice between dropping and marking has a significant impact on the service offered. For instance there are three flavours of VBR service based on whether tagging is allowed by customer and at the network edge.

6.3.6
Network Traffic Management Mechanisms 

The provider network should be equipped with traffic management capabilities that allow performance objectives to be satisfied on a frame by frame basis. Traffic management mechanisms inside the provider network are those related to transmission scheduler, buffer management, and admission control. Transmission Scheduling and buffer management are often referred to as forwarding classes

6.3.7
Ethernet Per Hop Behaviours (E-PHB)

Transmission scheduling and buffer management are usually referred to as the nodal behaviour (in the context of the IP differentiated service, they are referred to as the per hob behaviour (PHB)). Transmission scheduling has to do with what frame has to be transmitted first and what portion of the transmission facility has to be reserved for a particular flow or group of flows. Buffer management is concerned with the accepting of incoming packets to nodal buffer based on the current buffer fill and the packet discard eligibility.

Broadly speaking there are two main techniques for identifying the type of behaviour applied to each packet. The first technique is one based on a connection identifier that determines which connection the incoming packet belongs to and what type of behaviour should be applied to it. Example to that is the ATM traffic management where the ATM cell VCI is used to define the connection and the service category it belongs to, e.g. CBR connection. This method requires the keeping of context tables inside the node that correlate, among other things, the VCI to its service category.

The second method is the one applied for the IP differentiated services where the packet carries in its header an indication of what type of treatment should be applied to it, e.g. priority treatment. All packets with the same bit pattern receive the same treatment by the node. This technique is perceived to be more scalable than the first one.

In this contribution we extend the differentiated service approach to Ethernet. As shown in Figure 2/TR-enet, Ethernet frame header included 3 bits that are called user priority bits. Those bits can be used in a variety of ways to support a number of Ethernet per hop behaviours (E-PHB). Similar to differentiated service PHB, E-PHB may include:

· Ethernet Extended Forwarding (E-EF) that is suitable for implementing services that require frames to be delivered within tight delay and loss bounds. No reordering of frames is allowed.

· Ethernet Assured Forwarding (E-AF) that defines a number of classes with a number of discard precedence associated with each class. No reordering of frames is allowed.

· Ethernet Default Forwarding (DF) that is suitable for implementing services with no performance assurances, e.g. best effort. No reordering of frames is allowed.

Table II/TR-enet shows an example how to use the user-priority bits to defines E-EF, three E-AF classes, and E-DF.

	Ethernet p-bits
	E-PHB

	111
	E-EF

	110
	E-AF31

	101
	E-AF32

	100
	E-AF21

	011
	E-AF22

	010
	E-AF11

	001
	E-AF12

	000
	E-DF





Table II/TR-enet 
Ethernet Per Hop Behaviours (E-PHB)

Buffer management includes provisions required to handle short and long term congestion. Short term congestion is handled by supplying the adequate amount of buffering needed to buffer incoming frames during those brief periods when frame input rate to the node exceeds the nodal capacity. Long term congestion is handled by dropping packet based on their discard eligibility. Nodal discard algorithm may include active queue management or simple drop thresholds based on supported applications.

6.3.8
Admission and Congestion Control

The main function of admission control is to limit the number of connections accepted by the network. This in turn will limit the amount of traffic submitted to the network and consequently offers a better opportunity for meeting the QoS requirements of the accepted connections.

Admission control is based on connection traffic parameters and QoS requirements. As mentioned before the importance of the traffic parameters is that it imposes a deterministic upper bound on connections traffic, hence allows for accurate prediction of the required resources. 

6.3.9
Ethernet QoS Services

Edge mechanisms together with the network forwarding classes are combined together to define a set of Ethernet QoS services. A number of service categories could be defined by specifying traffic parameters, edge rules, and the network forwarding class. Table III/TR-enet shows a number of Ethernet QoS services.

	Ethernet QoS Service
	Traffic Parameters
	Edge Rules
	Forwarding Class

	Premium Service
	CIR > 0

CBS > 0

EIR = 0

EBS = 0
	Drop non-conforming frames
	E-EF

	Gold Service
	CIR > 0

CBS > 0

EIR > 0

EBS > 0
	Admit non-conformant frames up to EIR. Excess frames are assigned high discard precedence
	E-AF with

Minimum bandwidth assurances

No delay bound

Drop excess frames first when congested

	Best Effort Service
	CIR = 0

EBS = 0

EIR > 0 (possibly equal physical rate)

EBS > 0 (large)
	All frames are admitted with high discard precedence
	E-DF

Small bandwidth assurances

No delay bound

Drop first when congested


Table III/TR-enet 
Ethernet QoS Services

The premium service is useful for those applications that require stringent bounds on both the frame loss and the frame delay. The service doesn’t allow excess frames (defined as frames that are non-conforming to CIR) to the network. It is most suitable for EPL application as defined in G.8012.1 on SDH networks. In this case frame discard precedence is invisible to the nodal mechanism and there is nothing to be gained from allowing frames to the network with different discard precedence. 

The Gold service provides some bandwidth assurances but not any delay bounds. In that respect it is similar to the traditional Frame Relay service or the ATM nrt-VBR service category. Gold service could be useful for EVPL application that require some bandwidth assurance but does not care about delay.

7.
QoS Procedures for Ethernet based NGN
7.1 
Overview

7.2 
QoS Procedures of Pure IP-based Ethernet Network

7.3 
QoS Procedures of MPLS/GMPLS-based Ethernet Network

7.4 
QoS Procedures of Wireless Ethernet Network
8.  Other Aspects

9. Security Considerations

_____________________
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