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Abstract

Network performance expectations must be set and monitored among Users and Service Providers to raise confidence in network delivery. Existing standards specify several metrics and measurement methods for point to point performance. However, many options and parameters are left unspecified, as are concatenation of performance over multiple network segments, allocation of impairment budgets, mapping between IP and non-IP metrics, accuracy, and data handling. Each of these topics must be specified in order to support QoS across multiple heterogeneous Service Providers 

. 

Table of Contents

31
Introduction


32
Scope


33
References


33.1
ITU-T


33.2
IETF


34
Terms and Definitions


35
Abbreviations and Acronyms


46
Overview


47
Requirements


47.1
Traffic Performance Attributes


57.1.1
Measurement Timescales


57.1.2
Mean Delay


67.1.3
Delay Variation


77.1.4
Packet Loss


77.1.5
Unavailability


97.2
Performance Measurements


97.2.1
Active Probing


117.2.2
Mean Delay


127.2.3
Delay Variation


137.2.4
Packet Loss


137.2.5
Unavailability


167.2.6
Interaction of Policing and Performance Measurement


177.3
Measurement Network Model


177.4
Time Synchronization


177.5
Impairment Targets


177.6
Mapping to non-IP Performance Attributes


178
Security Considerations


179
Appendix A - Summary of Target Performance Attributes per Service Class




1 Introduction

Network performance expectations must be set and monitored among Users and Service Providers to raise confidence in network delivery.   Users typically only see the end-to-end performance, i.e., the concatenation of performance over multiple network segments and/or across multiple heterogeneous Service Providers.  Thus, meaningful discussions of QoS between Users and Service Providers can only be end-to-end.

Existing standards specify several metrics and measurement methods for point to point performance. Notable are the ITU-T Y.1540 and Y.1541 standards and the IETF IP Performance Metrics (IPPM) Working Group standards. However, many options and parameters are left unspecified, as are concatenation of performance over multiple network segments, allocation of impairment budgets, mapping between IP and non-IP metrics, accuracy, and data handling. Each of these topics must be specified in order to support QoS across multiple heterogeneous Service Providers.

2 Scope

3 References

3.1 ITU-T

1.1. Y.1540 IP packet transfer and availability performance parameters

1.2. Y.1541 Network performance objectives for IP-based services

1.3. P.800 Methods for objective and subjective assessment of quality

3.2 IETF

1.4. RFC2330 Framework for IP Performance Metrics

1.5. RFC2679 A One-way Delay Metric for IPPM

1.6. RFC2680 A One-way Packet Loss Metric for IPPM

1.7. RFC3357 One-way Loss Pattern Sample Metrics

1.8. RFC3393 IP Packet Delay Variation Metric for IP Performance Metrics (IPPM

1.9. RFC3432 Network performance measurement with periodic streams

4 Terms and Definitions

5 Abbreviations and Acronyms

IDQ          Inter Domain QoS

6 Overview

7 Requirements

7.1 Traffic Performance Attributes

Inter Domain QoS (IDQ) requires consistent service descriptions and similar service levels across a large number of interconnected Service Providers.  To support this, there must also be consistency in the measurement of performance attributes. The key elements of consistency of performance measurement are:

· Objectives – which attributes are measured?

· Timescales - what timescales are attributes measured over?

· Techniques - how are the attributes measured?

This section deals with measurement objectives and timescales while section 7.2 deals with measurement techniques. Both sections use examples of Service Classes and values as aids for understanding. However, the actual Service Classes and values are described in Appendix A. 

It is important to recognize that the model of Inter Domain QoS is an extension of the Internet which supports a connectionless IP service that delivers user payloads in the form of packets/bytes in each direction. Since outbound and inbound traffic routes may differ, the targets and measurements for all performance attributes in IDQ are one-way and reflect the connectionless nature of the service. 

The performance attributes that are used to characterize a service class are:

· Mean Delay

· Delay Variation

· Packet Loss

· Unavailability

Application throughput depends upon many factors including packet loss and transit delay, and others not under the control of the SP. Application throughput is not an independent IDQ performance attribute in its own right 

The offered traffic rate is also an important as part of service descriptions and inter-SP contracts, but this is not considered a performance attribute.

Other attributes, such as application-level metrics, may be added in the future. An example of which is the Mean Opinion Score. The Mean Opinion Score (MOS) is defined in Methods for Subjective Determination of Voice Quality (ITU-T P.800). In P-800, an expert panel of listeners rated pre-selected voice samples of voice encoding and compression algorithms under controlled conditions. An MOS score can range from 1 (bad) to 5 (excellent), a MOS of 4 is considered toll quality.

7.1.1 Measurement Timescales

Before looking at performance attributes, we consider a common reference, namely timescales. Inter Domain QoS requires that all performance metrics are measured over the same timescales. This greatly simplifies analysis of inter-domain performance.

The selected timescales for performance measurement support the following criteria:

· The measurement overhead traffic must be kept at a low level

· The measurement and scalability requirements must be achievable on current hardware

· The basic timescale must be large enough to contain the start and end of a large number of traffic flows

· The basic timescale must be common and synchronized globally among SPs

· The timescale must be meaningful to network users and capture any productivity or service quality issues they perceive in the network.

· The timescales should not unduly emphasize momentary glitches such as link outages or rerouting events where they do not significantly impact network user experience.

Given these criteria, the timescales selected are:

· Measurement: timescale unit is 1 hour. This is synchronized via GPS or similar service, and aligned with UTC. This allows all SPs to synchronize their measurement periods and correlate measurements. The targets and measurements for Mean Delay, Delay Variation and Packet Loss apply to 1 hour periods. Measurement samples are aggregated over this period of time which is referred to as the Rollup Period

· Reporting: timescale unit is 1 “month” with start and end hour/day defined by the SP offering the IDQ service. The start and end monthly definitions may not be aligned between SPs. To be able to correlate measurements from one time zone to another and one SP’s “month” to another, all timestamps are referenced to UTC as well as any local time references. 

7.1.1.1 Relationship to existing standards

RFC3423 refers to the Rollup Time as defined above as “Tcons, a time interval for consolidating parameters collected at the measurement points.”

7.1.2 Mean Delay

Delay is important to the support of many applications including telephony, multimedia conferencing, financial transactions and online gaming. In addition, delay is indirectly related to throughput and impacts file transfer speeds and email delays

The Delay attributes of a service class are characterized by a mean delay and a specific set of upper percentile delay variations. The percentile approach is used in preference to a standard deviation or variance model due to the frequent occurrence of bi-modal or multi-modal delay distributions.  Thus delay is characterized through mean delay and delay variation.

The mean delay is defined as the mean delay of all successfully delivered packets during periods of network availability within the specified timescale.

Since delay is distance sensitive due to the finite signal propagation delay, distance is taken into account when setting targets. Mean delay may vary between service classes due to priority queuing which is taken into account when setting targets.

Excessive delay is covered in the packet loss section of 7.2

7.1.2.1 Relationship to existing standards

The Mean Delay of IDQ is identical to the Mean IP Packet Transfer Delay (IPTD) of ITU-T recommendation Y.1540 and Y1541.

The Mean Delay of IDQ would correspond to “Type-P-Finite-One-way-Delay-Mean” if extrapolated from IETF RFC2679.

7.1.3 Delay Variation

In addition to the mean delay, delay variation is important to many applications including telephony, gaming and transactions.

Delay variation is a measure of how much variation is observed over a period of time as contrasted to jitter which is a measure of variation between successive packets. Jitter measurements are dependent on the frequency with which packets are sent and focus exclusively on short-term effects. Delay variation is insensitive to the frequency of packets and measures both short term and long term variation. For these reasons, the IDQ model measures delay variation.

Delay variation in IDQ is the difference between a delay percentile and mean delay. Mean delay was chosen since it has already been selected to be measured and reported. Inter Domain QoS does not use the delay minimum as a reference point as this is not measured and reported and would also make delay variation more sensitive to any erroneous delay. By taking this approach, the actual delay percentiles can be estimated by summing the mean delay and the delay variation percentiles.

The delay variation percentiles that can be measured are:

· 90th percentile – DV90

· 99th percentile – DV99

· 99.9th percentile – DV99.9

Conceptually, percentiles are measured by stack-ranking all measurements of successfully delivered packets, discarding a top percentage e.g. 0.1%, then selecting the remaining highest value. In reality, we measure a subset of packets… the active probes, see section 7.2. All lost packets or packets delivered while the network is considered unavailable are ignored from other metrics.

By taking multiple percentile readings and a mean percentile, the distribution of delays can be better understood.  This information is more useful than a simple standard deviation metric which can be easily used only when assuming a mathematically friendly underlying probability distribution function. In reality, network delay characteristics are multi-modal and have many peaks and valleys. There is a cost associated with both engineering a network to more closely match a particular delay distribution and in closely measuring that distribution. Therefore only Service Classes that require multiple percentiles will have them specified and measured.

Delay variation is loosely correlated to distance, (since distance is loosely correlated to number of hops) and allows targets to be set independently of site locations. Delay variation is very sensitive to bandwidth and utilization and will vary significantly with access bandwidth.

7.1.3.1 Relationship to existing standards

ITU-T recommendations Y.1540 and Y.1541 discuss IP packet delay variation (IPDV), including individually, the use of average delay as the basis for delay variation, and the use of quantile-based limits. IDQ synthesizes a particular combination of options for the reasons given above.

IDQ delay variation is based upon bulk delay measurements rather than on the difference between two successive measurements and therefore differs from IETF RFC3393.

7.1.4 Packet Loss

Packet loss is important to most applications. It significantly impacts either perceived quality or perceived throughput of the network.

A packet is considered lost in IDQ if the packet is delayed excessively or never reaches the destination.

The Packet Loss Ratio (PLR) is determined for a period by only looking at the packets transmitted while the network was considered available. The packet loss ratio is the number of lost packets divided by the number of transmitted packets.

Packet Loss is largely insensitive to distance and targets can be set independently of the site locations. Packet loss ratios are sensitive to access technologies, bandwidth and utilizations, and targets must be set accordingly.

7.1.4.1 Relationship to existing standards

The Packet Loss Ratio of IDQ is identical to the IP Packet Loss Ratio (IPLR) of ITU-T recommendation Y.1540 and Y1541. Tmax is the terminology used to describe the maximum IP packet delay beyond which the packet is declared to be lost.

IDQ packet loss is identical as described in IETF RFC2680 as Type-P-One-way-Packet-Loss.

7.1.5 Unavailability

Unavailability is significant when a human observer detects a business impacting application failure due to network loss.  For a typical application such as telephony, a network is considered unavailable by the user if there is an inability to connect, or a connection is lost. The measurement of unavailability attempts to approximate this view by detecting periods during which network unavailability would have noticeable impacts on applications and individual or business productivity.

Unlike delay and loss attributes, the unavailability attribute is not statistically simple to define and an approximation is required.

In IDQ, unavailability is calculated from the distribution of loss measurements over time; see section 7.2 for loss measurement details. A period is considered unavailable if there is an excessive packet loss ratio (PLR) (e.g. >20%) over a specific interval. The interval may be set independently for each service class. The unavailability period is defined as follows:

1) The starting point for a period of network unavailability is when a packet is lost and during a subsequent interval, the PLR is beyond the defined threshold. The period of the interval is hence counted as unavailable. 

2) The ending point of a period of network unavailability is when during an interval, the packet loss ratio is below a specific threshold (e.g. < 1%). The interval is counted as available and hence the unavailability ends at the start of this interval.

This definition is intended to capture any periods of very poor performance and require the network performance to return to normal levels before the unavailability is ended. During a period of unavailability, none of the delay or loss statistics are impacted.

Unavailability is measured by summing the periods of unavailability and dividing by the total period.  It should be noted that the IDQ system keeps track of each individual period of unavailability for reporting to customers.

Unavailability is largely insensitive to distance, but is sensitive to single points of failure in a network architecture. It will vary significantly with access technologies and configurations. To achieve a low level of unavailability, diverse transmission paths are required.

7.1.5.1 Relationship to existing standard

The Availability metric of IDQ is derived from ITU-T recommendation Y.1540 which discusses IP packet Severe Loss Block Ratio (IPSLBR). “An IP packet severe loss block outcome occurs for a block of packets observed during time interval Ts at ingress MP0 when the ratio of lost packets at egress MPi to total packets in the block exceeds s1”. IPSLBR was identified as a candidate additional IP packet transfer performance parameter for further study. IDQ uses two thresholds, (which may have the same value,) one to enter a period of Unavailability plus another to exit a period of Unavailability.

ITU-T Recommendation Y.1540 defines a Service Availability Function based on packet loss ratio threshold evaluation in a fixed time window. The current values suggested are >75% packet loss ratio and window time of 5 minutes.

The IETF’s RFC3357 builds statistics on definitions of Type-P-One-Way-Loss-Distance-Stream and The Type-P-One-Way-Loss-Period-Stream which measure loss blocks in a different way to IDQ availability.

7.2 Performance Measurements

Inter Domain QoS is intended to increase the level of confidence in the expected service characteristics of the NGN. Increased confidence will enable new applications, services and revenue streams. An integral part of achieving this confidence is the continuous measurement of service performance. The purpose of taking measurements is to provide information for customers, potential customers and Service Providers, and includes:

1) For Customers and potential customers 

a) Reports to customers of what service has been delivered

b) Reports to potential customers to support marketing claims on service characteristics

2) For Service Providers and third party delivery assurance entities

a) Reports to design service offerings

b) Reports for Troubleshooting

c) Data for Marketing collateral

d) Reports to enable capacity planning and service development.

The IDQ measurement system and the statistics that it produces must:

a) be easily understood by SPs and customers

b) be well defined (non-ambiguous)

c) be relevant to customers’ applications

d) enable Service Providers to diagnose issues and anticipate capacity requirements

e) be independently repeatable (multiple SP measurers over the same time get the same result)

f) be independently verifiable by customers (customer measurements should be close to SP estimates)

g) be widely applicable (traffic type, link size, load independent, any IP network)

h) be appropriately sensitive to distance and path

i) not significantly impact the forwarding of other data

j) be sufficiently scalable to support millions of customer sites

k) be sufficiently reliable to enable SLAs with financial penalties to be administered

Since outbound and inbound traffic routes may differ, all measurements will be “one-way”. Customers or Service Providers may aggregate the statistics of two directions to estimate the round-trip performance.  

Measurements will be taken from each of the segments of the Measurement Network model (described in section 7.3) and may be combined to form multi-segment, site-to-site, edge-to-edge or IPTerminal-to-IPTerminal metrics. A subset of these metrics will be used for reports for the offered services.

7.2.1 Active Probing

The performance of active probes will be used as a predictor of the performance of Users’ data. Time-stamped Delay and Loss measurements will be collected. Probes will be injected into the network at certain devices and sent to extracting devices which will return the measured information to the injection device.

The probes will be

a) UDP-echo based

b) Usable for the measurement of both delay and loss, preferably in both directions between two devices

c) Marked with the appropriate DiffServ service class preferably both in the header and body for each direction

d) Preferably transmitted at pseudo-random intervals (Poisson)

e) Time-stamped at injection and extraction devices

f) Preferably marked with source and destination addresses from address pools (to minimize impact of load-balancing)

g) Able to indicate a loss in confidence of local clock sync back to initiating device

A separate set of probes will be used for each of the IDQ service classes. Probe packet size is selected to represent the majority of users’ packets in each service class. The current recommendation is as follows:

Table 1
	Service Class
	Probe Packet Size (octets)

	Telephony
	200

	Multi-media streaming
	tbd

	Low latency data
	tbd


Probe packet sizes for other service classes are TBD. The use of a set of different sized probes may provide a better representation than the use of a single sized probe. For example, a repeating sequence of probes sized 128, 256, 256, 384, and 512.

The following segment metrics are derived from the probe delay, probe loss and probe timestamp measurements:

a) Mean delay and 

b) Delay variation (90, 99 and 99.9 percentiles)

c) Unavailability

d) Loss Ratio

The mean inter-probe transmission period about which time the pseudo random offset varies, is determined by the number of measurement samples required for sufficient accuracy of delay percentiles. This will be referred to as the Probe Transmission Period (PTP). The PTP may be different for each service class and by default is 1 second.

Measurement samples are aggregated over a period of time to be referred to as the Rollup Period (RP). The Rollup Period for all measurements will be 1 hour.

The start of RP is synchronized among all participating SPs to Coordinated Universal Time and is based on the beginning of each UTC hour. Accuracy is derived from the Global Positioning System (GPS).

An estimated average probe rate of 3,600 probes per hour is to be used for all percentiles and service classes. This includes an allowance of 1% for lost probes. The estimated probe rate will be validated before deployment since too low a choice impacts accuracy and too high a choice wastes resources.

Looking at the bandwidth consumption that each-way probing consumes, assume 

· An average of 1 probe packet per second

· Measurements of 3 service classes

· Using 64 byte probe packets

Each probe stream consumes 512bps, so for 3 service classes the total probe stream is 1,536bps. This is 0.003% of the total traffic of an OC-12/STM-4 link, 1 % of a T1 link or 0.8% of an E1 link

A typical CE having IDQ service would use two-way probing. Total probe stream traffic on the CE-PE link would be 3,072bps. 

The bandwidth consumption within a backbone is dependent upon the number of probe streams. Purposes of different probes streams are described in section 7.3. Once a probing scheme has been designed, the evaluation of bandwidth consumption may occur.  

7.2.1.1 Relationship to existing standards

The set of probes that are included in the calculations should only include those with correct headers. This differs from Y.1540 which includes probes with damaged headers (errored IP packet outcome). The reason for exclusion is due to the expectation that the DSCP fields will be used to indicate which set of measurements that probe should be included in. If for example, the DSCP field is corrupted but indicates a different valid service class, then the measurements generated by that probe would erroneously be included in the wrong calculation.

IDQ probe sampling preferably complies with IETF’s RFC2330 suggestion of Poisson sampling intervals.

RFC 3432 suggests that rather than each sequential probe being varied around UTC time by a random time, that a sequence is started with a variation around UTC time and subsequent probes each keep the same offset from UTC.

7.2.2 Mean Delay

The Delay attributes of a service class over a network segment are characterized by a mean delay and a specific set of upper percentile delays. The percentile approach is used in preference to a standard deviation or variance model due to the frequent occurrence of bi-modal or multi-modal delay distributions.  

In real networks, there are occasional events such as rerouting and momentary link outages that cause significant additional delays over and above the normal propagation and queuing delays. Packets that are delayed excessively are of little or no value to the application being supported and hence are treated as lost packets and do not impact the delay statistics.

Segment one-way delay measurements that exceed a value known as Delay Equivalent to Loss (DETL) are treated as lost probes. DETL varies with service class and is distance dependent. An example of DETL for intra-continental distance is as follows:

Table 2
	Service Class
	Telephony
	Low Latency Data
	Multimedia Streaming

	DETL (ms)
	150
	500
	750


DETL for other service classes and distances are TBD.

The segment one-way mean delay is calculated as follows:

1) Collect measurements from N probes generated every probe transmission period  PTP for Rollup Period RP

2) Discard all measurements from periods of unavailability

3) Discard measurements with values >= DETL, record as number discarded equivalent to loss (NDETL), leaving M samples

4) Mean delay = Sum(1..M) Measurements / M

Multi-segment mean delay is calculated by aggregating the mean delays of each segment mean delays through a simple summation.

Measurement samples from unavailability periods are not included in statistics
7.2.3 Delay Variation

Segment (one-way) Delay Variation (DV) is derived from the mean delay and percentile. It is derived on a Rollup Period basis. For each segment,

DV = Percentile – Mean

For specific percentiles, 

DV99.9 = 99.9Percentile – Mean

DV99 = 99Percentile – Mean

DV90 = 90Percentile – Mean

Multiple segment delay variations are used per service class as follows:

Table 3
	DV
	Telephony
	Low Latency Data
	Multimedia Streaming

	DV99.9
	x
	
	

	DV99
	x
	x
	

	DV90
	x
	x
	x


DVs for other service classes are TBD.

Segment one-way delay percentiles are calculated as follows:

1) Collect measurements from N probes generated every probe transmission period  PTP for Rollup Period RP

2) Discard all measurements from periods of unavailability 

3) Discard measurements with values >= DETL, record as number discarded equivalent to loss (NDETL), leaving M samples

4) Stack rank the measurement set

5) Discard the top D measurements (D = Round((100 - Percentile) x M))

6) Percentile = delay value of top remaining sample

Multi-segment delay variation is calculated by aggregating the delay variations of each segment through a method TBD. It is also derived on a Rollup Period basis

Since mean delay and percentiles from unavailability periods are not included in statistics, derived DVs are also not included from unavailability periods.

7.2.4 Packet Loss

Segment (one-way) Packet Loss (PL) is measured over the same period as delay. It is derived on a Rollup Period basis. Segment Packet Loss is the number of probes whose measured one way delay was >= DETL (NDETL) and those that never made it to their destination, or missing (MSNG)

PL = (NDETL + MSNG)

Packet Loss Ratio (PLR) is Packet Loss divided by the number of Transmitted Packets (N)

PLR = PL / N = (NDETL + MSNG) / N

Measurements from unavailability periods are not included in packet loss statistics. Both the number of lost packets and the number of transmitted packets are reduced accordingly. This process avoids the packet loss ratios being unduly impacted by network unavailability.

To combine these to produce a multi-segment packet loss ratio, called the Aggregate Loss Ratio (ALR), the following method is used.

ALR = 1 - (1 – PLR for segment 1) x (1 – PLR for segment 2) x (1 – PLR for segment 3)

ALR is derived for each Rollup Period.

7.2.5 Unavailability

Unavailability is significant when a human observer detects a business impacting application failure due to network loss.  For a typical application such as telephony and a network is considered unavailable by the user if there is an inability to connect, or a connection is lost. The measurement of unavailability attempts to approximate this view by detecting periods during which would have noticeable impacts on applications.

Unavailability is derived on a per service class, per direction basis, from one-way packet loss measurements. See the previous section where packet loss is defined. The period of Unavailability is defined as follows:

1) The starting point for a period of network unavailability is when a packet is lost and during a subsequent sliding probe window of SPW probes, a total of at least PLS probes are lost. The period of the probe window is hence counted as unavailable. 

2) The ending point of a period of network unavailability is when the total number of packets lost during SPW successive probes falls below PLE. The period of these probes is counted as available and hence the unavailability ends with the first of these successfully delivered packets.

where the starting and ending criteria described are measured by transmit probe timestamps 

The sliding probe window size (SPW) and number of probes lost (PL) may vary per class. The current recommendation is as follows:

Table 4
	
	Telephony
	Low latency Data
	Multimedia streaming

	Probes lost to Start (PLS)
	3
	3
	3

	Probes lost to End (PLE)
	1
	1
	1

	Window size (SPW)
	10
	10
	10


As an example, Figure 1 shows the results of outbound active probes for a transit segment.
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Figure 1
In order to calculate one-way unavailability, the absence of a one-way delay measurement must be understood to be due to an outbound loss rather than an inbound loss.

In the figure above, the time indicated is the initiating device’s probe transmission time. Assuming that no delay result indicates an outbound loss, and a packet with delay greater than 500mS (DETL) is considered as lost, we determine that the segment was unavailable for 14.07 seconds between Tues 14 Oct 2003, 14:10:31.555 and Tues 14 Oct 2003, 14:10:45.625

Delay and loss measurements and their derived metrics are ignored for a segment for the duration of its unavailability.

For each segment, unavailability is calculated by summing the periods of unavailability during all Rollup Periods. 

Multi-segment unavailability is calculated by summing the periods of each segment’s unavailability. (This will overestimate the actual unavailability when unavailability occurs simultaneously in different segments).

7.2.5.1 Measurement System Unavailability

If parts of the measurement system itself are unavailable, that will inhibit the ability of the provider to demonstrate that his QoS targets have been met during the period of unavailability. However, it is almost certainly not as serious for the measurement system to be unavailable as for the IDQ service itself to be unavailable as defined above. We therefore suggest that while unavailability of the measurement system should be tracked, it should not be automatically treated as equivalent to unavailability of the service. In the event that a customer claims that an SLA target was violated during some measurement interval, the provider would normally have measurement data to show how his segment of the network was performing at that time. If the provider cannot produce data to show that SLA targets were being met because his measurement system was not operational during that interval, he may have no choice but to assume that he did in fact violate the SLA. Thus providers will be highly motivated to keep their measurement systems operational all the time but will not automatically be penalized for measurement system outages.

7.2.6 Interaction of Policing and Performance Measurement

Ingress and egress segment performance is sensitive to the level of customer traffic. The performance levels of each IDQ service class can only be delivered assuming that the traffic is within the subscription bounds for that service class.

In the event that traffic does exceed its subscription bounds, packets may be delayed, discarded or have their DSCP remarked. These actions will potentially change the delay and loss characteristics of the data streams as well as any UDP echo probes that traverse the policing point. There is no failsafe mechanism to detect which UDP echo probes are impacted by a policing event.

To handle the interaction between policing and performance measurement, Inter Domain QoS discounts measurements taken during a period when there is a policing-detected violation for that service class.

The determination of when policing-detected violations occur for a service class is made through SNMP polling of the DIFFSERV-MIB. The DIFFSERV-MIB keeps a counter of any policing-detected violation in each service class and by comparing the counters at the start and end of the Policing Window (PW); the determination is made whether any policing-detected violations occurred.

The Policing Window (PW) is the periodic rate at which SNMP polling takes place and by default is 5 minutes for each service class. 

If a policing-detected violation occurs for a service class during a policing window, the delay, loss and availability statistics for that rollup period are not used. Instead the list of these rollup periods, and the associated number of packets that exceeded the agreement for each service class is kept. These details and an aggregate of the total time and total exceeding packet count are reported.

This method encourages the customers to subscribe to the appropriate level of bandwidth in order to ensure that their service class characteristics are maintained at all times.

Policing-detected violations between SPs may impact many customers. Therefore they will be reported on a 5 minute basis rather than the normal hourly rollup reporting basis, and performance attributes will only be discounted for those 5 minutes.

7.3 Measurement Network Model

7.4 Time Synchronization

7.5 Impairment Targets

7.6 Mapping to non-IP Performance Attributes

8 Security Considerations

9 Appendix A - Summary of Target Performance Attributes per Service Class
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