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Chapter 8 — Data gathering

Network planning, especially performed with NP ®olrequires collection of
numerous data.

Main input data are:

8.1. Geographical information for the studied area

Geographical Information Systems (GIS) are nowadays of the most import tools for

network planning, maintenance and monitoring. Gifliaations try to build a model of the

world inside a computer, allowing displaying andalgming complex geographical

correlations and details. The computer model ofwbdd, which is the basis for all analyses,
consists of geographical information.

Geographical information is the combination of getmcal, locatable details and collected
information. Their coordinates as geometrical detad their length or name as collected
information, e.g. describe roads.

8.1.1. Vector and Raster data

There exist various types of geographical infororatmainly stored in 2 formats: raster or

vector. Both formats have their justification insidhe GIS world. Each format has its

advantages and is intended for specific tasks. Glmgpter will explain both formats for the

storage of geographical information and give annaees of the use and advantages of each
format.

8.1.1.1. Vector data

Vector data has its name from the method by whiehgeometry is collected, starting with a
point a vector with a certain length and directpmints to the second location where another
vector directs to a next location and so on.
Geometrical objects of a vector can be:

* Points

e Lines: two points connected by a line
* Polylines: several connected points in a row, @ads
* Polygons: several connected points in a row, thet kBnd first points are

connected. Polygons are closed poly lines and seel @io surround
areas, e.g. country borders
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Figure 8.: Vector modeth® Re

Figure 8.1: Real World al World

The geometry indicates points or follows lines tatlong or surround objects of one and
the same kind. Lines of the same type can be roagss or microwave links. Closed
polygons can surround areas like political dissricity contours, coverage areas, etc.
Besides the geometry of vectors, collected inforamaébout these objects can be attached.
Each vector object can have a lot of differentiinfation stored. The collected information
for a country border could be for example: the ¢dguname, country size, number of
inhabitants, inhabitants divided by male / femalepme, etc.

8.1.1.2. Raster data

The second format in which geographical informatsstored is the raster or grid format.
The area of interest is divided into a regular gfi@qually spaced small rectangular regions.
One region of the raster computer model is callptkel. Each pixel stores one (1)
information about the surrounded area. This cathhéenean height above sea level, the
number of inhabitants living there, the field sggén etc. If more than one (1) information of
the same type is available in a pixel area, a detizas to be made, which information will
represent this area. A sub-classification of pixelsot possible because each pixel can
indicate only one (1) information about its areatent. In case the stored information should
be more detailed, the pixel resolution, the area ef one (1) pixel, has to be reduced.

Figure 8.3: Real World Figure 8.4: Raster modehefReal World

A collection of pixels containing the same informattype is called a layer. Therefore one
(1) layer can only store one type of informatidnmbre than one information about a pixel
object is required, several layers with differemmtents have to be created.



8.1.1.3. Comparison

Vector and raster format have different advantageisdisadvantages. The table below gives
an overview of the most significant differences.

Vector format Raster format
Available Several information types 1_|nformat|on value per raster
information available per vector object p').(el :
1 information type per raster layer
High
Low Fixed memory size for terrain data
Memory size Memory size dependent on area
complexity of terrain 1 full layer for each information
type
. Flexible zooming of geometrical Zooming in multiples of pixel
Zooming Range information resolution
Zooming in > 100% Possible, contents limited by Z_ooming in leads to enlarging of
accuracy of geometry pixel size on screen
Slow, valid information for Fast, valid information at specific
Data access specific point must be detected| "’ :
out of all vector objects point detected from nearest pixel

Table 8.1: Comparison of geographical informatiomTfats

The table above points out that vector data hagritet advantage of low memory
consumption and the multiple availability of infaation regarding geometrical objects
compared to raster data. Therefore it is predetexdhior displaying purposes and the
analysis of complex correlations of geographickdhge objects. If fast access to information
at a certain point is needed or the terrain is wemplex in terms of changes, the raster
format is preferable. This is the reason why Glliaptions which perform field strength
calculations use raster format for the storage @$trof the terrain data layer, like elevation-,
land-use-, population-data or calculation resdigsrain data in vector format are usually
used by these application for displaying politiceps, roadmaps or networks, or the
specification of areas for computer analyses.

8.1.2. Background Maps for Display and Visualizatia

Radio network planning with GIS applications alloti"® easy geo-correct overlay of sites,
links or planning results over maps. Therefore wesv and detailed maps are required.

8.1.2.1. Overview maps

Overview maps are needed to display countrywidelasge area coverage or even
multinational networks for international coordimati The maps can be in vector as well in
raster format. The maps in raster format are mb#teotime scanned paper maps, which are
post processed in order to display the scannednnatoon at the geographically correct



places. The scanned paper maps have the advahtadghdy have a higher recognition factor
than vector maps. Vector maps do usually not shmwany details and their representation
strongly depends on the visualization functionatitghe CIS tool.

Overview maps should show only the necessary detigie political borders, main cities,
rivers, lakes, and roads that are needed to igektibwn locations at the first view. Map
scales from 1:500,000 to 1:4,000,000 are suggeispending on the area of interest.

8.1.2.2. Medium scale maps

Medium scale maps at a scale between 1:50,000:2660,000 are needed for more detailed
network investigations in rural areas or the prest@n of locally restricted networks. Like

the overview maps they can be in vectors or irerdsrmat. Again scanned raster maps have
the advantage of a higher recognition factor, winmakes it easier to present planning results
to spectators that are not familiar with vectordzbmaps. On the other hand vector based
maps are often more up-to-date than raster mapshwiaive an update circle of 5 or more
years. Vector based maps are often generated oubstfrecent data collected for route
planning software.

8.1.2.3. Detailed maps

Detailed maps of a scale of 1:30,000 and lowewuaes for detailed network-, micro-cell- and
PMP planning in rural and urban areas. They caim lpaster and vector format. Scanned and
geo-corrected city maps are a very good and cheage for detailed maps of the most
important cities around the world. For a lot of ntiies paper maps at a scale of 1:10,000 to
1:25,000 are available. Unfortunately, they aremftnore than 10 years old or restricted by
military. Therefore the usage of these maps is wéign limited.

A second very useful source for detailed mapsasrabination of most recent orthorectified
images and precise vector data. The images aréedrdaom satellite imagery or aerial
photography. The orthorectification changes thetpof view from one (1) point camera lens
perspective towards parallel top view perspectiMas mechanism allows looking at every
point of the image right down onto the top of thelding instead of viewing it from the side.
The vectors overlaying the images mark well knowmgs of interest, highlight rivers and
important streets or display names of cities, séraad house numbers. The available details
in the images depend on the source of the mapsalAgnotography usually has a pixel
resolution of 0.1 m to 2 m. A pixel resolution 068 m to 5m for optical satellites is available
on the market for nearly every area in the world.



8.1.3. Elevation data

Elevation data can be divided into 3 categories:
» DTM (Digital Terrain Model)

» DEM (Digital Elevation Model)
« DBM (Digital Building Model)

Elevation data is most of the time stored in raiignat. Only DBM data is often stored in
vector format. The advantage of raster format fevagion data is that a preprocessed height
value is easily detectable for every point of plagrarea. The exact height can be detected by
the next neighboring pixel or bilinear interpolatgdthe four neighboring pixel. Elevation

data in vector format would require a detectiomalbheighboring elevation contours needed

to interpolate the exact height at that position.

The most important and most used elevation typleeiDTM. There is no standardization for
these names. A digital Terrain Model is often chllEM or simply Elevation Model. It
represents the height of the surface of the edleasea level.

! DTM

>
Figure 8.6: Digital Terrain Model — Surface heighbve sea level
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The DTM in combination with land-use data is thesmased source for field-strength
calculations. For GSM and microwave link planningieel resolution of 50 m for rural areas
and of 20m — 25m for urban areas is suggested.

Digital Elevation Model (DEM) is often called Digit Surface Model (DSM) or Digital
Building Model (DBM). A DEM is most of the time s&d in raster format. Each pixel of the

DEM represents the height of the surface of théhestvove sea level plus the rooftop height,
where buildings are.

A

— DEM

>
Figure 8.7: Digital Elevation Model — Surface hdighove sea level plus rooftop height

The recommended pixel resolution for DEM data isMeen 1 m and 5 m. A pixel resolution
of 5m implies that a building represented by 1 pixas a minimum size of 5 m x 5 m.
Smaller buildings will not be detected and therefoot included into the DEM.

Digital Building Model (DBM) is available in rasters well as in vector format. The height
given represents the rooftop height above sea.l@elareas, which are not covered by
buildings, are marked with a certain default valubkich is most of the time —9999 or —999.

A —

L AT

Building

>

Figure 8.8: Digital Building Model — Rooftop heighibove sea

The recommended pixel resolution for DBM data isMeen 1 m and 5 m. A pixel resolution
of 5m implies that a building represented by 1 pixas a minimum size of 5 m x 5 m.
Smaller buildings will not be detected and therefoot included into the DBM. Some new
3D propagation model for micro- and pico-cell plemghare based on a DBM in vector
format. Besides the rooftop height above sea lettgr information about that building is
included. This additional information can be: ropftheight above ground, wall material
parameter, roof type, etc. The geometry and filen&i for this DBM in vector format

strongly depends on the software used and can be c@mplex, since there exists no
industrial standard for 3D-building data yet.
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DTM

DEM

DBM

Given height

Ground height abov
sea level

eGround height or

rooftop height above
sea level

Roof-top height
above sea level, else
default value

Resolution for rural | 50 m
areas
Resolution for urban| 20m — 25 m Im-5m Im-5m

areas

Sources Topographical map Aerial photographyAerial photography
Stereo high Stereo high
resolution satellite | resolution satellite
imagery imagery Aerial

photography

Usage Macro- cell and Micro- and pico-cell | Micro- and pico-cell

microwave link planning, planning,
planning PMP PMP

Price indication

0.05 — 2 Euro / Km

50 — 300 Euro / ki

50 — 300 Euro / kM

Table 8.2: Comparison of elevation data types

8.1.4. Clutter / Land-use data

Besides the DTM some propagation models take titedaverage into consideration for the
calculation of the field-strength. Depending on tyyge how the earth is covered at a place,
these models calculate complex correction coeffisi¢o adopt the free-space field strength
on measurements. There exist different synonymthisikind of information:

+ Land-use data

* Land-coverage data

Clutter data

e Morpho data

Clutter data stores the information on how thelesrtovered. The supported clutter classes
are not standardized and therefore strongly deparitle software used and the propagation
model supported. The most important clutter claasedisted below.
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Clutter class

Classification

Sea

Tidal water

Inland water Lakes, reservoirs, rivers, streams

Open wet areas Areas liable to flooding usuallyagéd beside rivers
Open Agricultural land with sparse dwelling; unotdted land
Forest Woodlands; forest

Open in Urban

Open areas located within urban areas

Industrial areas

Factories, warehouses, surfacgigsiadocklands

Villages Urban areas located approximately > 2 ksmfthe urban fringe
unless clearly separated by a feature such asa magr. Villages
can be scattered throughout the image

Suburban Areas of housing mixed with wooded areas and stre@ften

Residential situated on the outskirts of urban areas

Urban Medium density buildings or housing often eaxvith areas of

open.

Dense Urban

Dense buildings with narrow side strembstly found in city cente
areas.

=

Parks

Recreational areas

Urban parks, sports stadiums, golf courses

Block Buildings

Groups of generally narrow buildggparallel and separated by

open space

Table 8.3: Most important clutter classes

Figure 8.9: 3D-model of terrain overlaid with ckrtdata

Clutter data for network planning is most of thadistored in raster format. Till the year
2000 most of the clutter has been extracted fropepmaps of various scale. The still most
used paper maps are Russian topographic maps, astg@cvailable for approximately 80 -
90% of the world. The big disadvantage of the Rusmaps is the date of creation, which is
between 1980 and 1995 for European and areas &driner Soviet Union. For all other
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countries the maps are even older. The use of papps from local sources like ordnance
surveys is often restricted by military or onlyoalled after paying certain license fees.
More recent clutter data can be generated outteflisaimagery. Clutter data with 25m
resolution per pixel or less is often generatedodBpot or IRS 1C/D satellite imagery.
Specially trained people according to visually dable classification rules carry out the
classification manually. The nowadays most usedcgoig Landsat7 multi-spectral satellite
imagery, which allows a semiautomatic classificatidypical resolutions for clutter data
created out of Landsat7 multi-spectral satellitagery are 25m, 50, or lower. Comparing to
Spot or IRS 1C/D clutter data from Landsat7 is mcizbaper because of 3 reasons:

the semiautomatic process for creation of the eludata

the satellite scenes are bigger

there are less license fees to pay.

8.1.5. Demographic data

Statistical information about the population distition or income situation inside a specific
area is called demographic data. This statistidalmation can often be obtained from the
statistical ministries. Most of the time they amesimple table format. For the use in GIS
applications beside the statistical informationgkegraphical geometries of the related areas
are needed. Demographic data can be stored innaaadian raster format. In case of raster
format, several layers have to be created, onedohn type of statistical information, e.g. one
layer for total population, one for households, tarencome per family, etc.

Inhakitants 7 Zip-&rea

4,000 to 176,000
3,000t 4,000
2000t 3,000
1,000t 2,000

Oto 1,000

EECOE

Figure 8.10: Total population based on zip-coddorsc
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There is demographic data available for each cgwftthe world based on the information
about the entire country, or about their main pmogs. The degree of accuracy of
demographic maps depends on the size of the gaoatetreas, where statistical information
is available. The smaller the areas, the more ateuhe statistical information. For a lot of
countries demographic data based on county-, zip apea, or electoral district is available.
If the geometrical areas are too large, the denpbgcainformation can be merged with
existing clutter data in order to distribute théommation only in those areas, which are
indicated as populated by the clutter data. Sonfisvare packages allow to use additional
weighting coefficients for a more realistic distrilon of the statistical information.
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Figure 8.11: Total population based on zip-codearescmerged with populated areas from
clutter layer.
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8.1.6. Locations of populated places / buildings e8vice areas, Clutter data

Locations of populated places / buildings

b o &
Irekjans Kowt
Y \ /]

T RaooMin §

M/lﬁ

Fig 8.12 Digital maps with locations of populafgeces - Geo data

Modeling of user locations

Graph model with subscribers/users in the nodéseofiraph

One node is one town, village, group of housedding, etc.

Fig 8.13 Map with nodes / sites, correspondinghef t
digital map from Fig 8.12
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Typical model for subscribers/users in rural areas

Arcs of the graph represent geographical distances

Service areas

Group of subscribers/users, homogeneously disatbint
a geographical area (group of buildings, houses) et

Typical model for subscribers/usres in metropoldagas.
Service areas in the suburbs usually are quitatags (e.g. complex of buildings/houses

comprising several sqare km), in the center theynrauch smaller (e.g. one administrative
building).

Fig 8.14 Example of service areas
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» usually the city centre is surrounded by urbansaveth high customer density, while
the areas in the edge are suburban areas
» often the set of areas is similar to exchange areas
Customer densities are defined per square kilometre

Each area is described with a specified mix betveitéerent categories of customers

8.1.7. Digitizing of maps

If only paper maps are available for a particulketwork planning case they have to be
converted in digital form usually as vector maghkis process is called digitizing of maps.

Technically digitizing could be performed with:

» Spesialised equipment ( Digitizer ), which reagsdsl points from a peper map as
digital coordinates

* Through scanning of a paper map, wich then is eeghos a computer screen and
then typical points from the scanned map are reatigatal coordinates

In both cases importan part is the correct scaimjgeo refrencing of the digital map.

8.2. Demand of services in relative penetration per customer category

8.2.1. Offered services
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8.2.2. Customer categories

Customers wit

h approximately similar habits of gsin

the telecom network for one customer category.

Generally used categories are:
+ Residential customers
* Business customers

40000

Number of Subscribers per Customer Class

30000 -
20000

10000 -

Number of
Subscribers

ool

2004 2005 2006 2007 2008 2009 2010

Years

ORes
B SOHO

Fig 8.15 Example of customer categories

Business category is split usually into small basg(SOHO), medium business (ME) and

large business users (LE).

Onother possible definition of customer categosebroughCustomer Classes groups of
customer using the same services (one or more)Residential ADSL Basic, Residential
ADSL Gold, Small Enterprises (SDSL), Medium Enteses (SDSL), Residential VDSL

8.2.2. Demand per site and per area

8.2.4. Demand per time point

8.3. Demand of traffic, usually expressed as traffic matrices

8.3.1. Traffic per service per customer class

8.3.2. Traffic

matrices per service
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8.3.3. Traffic per time point

8.4. Information for the existing network and infrastructure

8.4.1. Exchanges, routers, concentrators, etc.

8.4.2. Transmission equipment, cables, etc.

8.4.3. Buildings, duct system, etc.

8.5. Telecommunication equipment characteristics and capabilities

8.5.1. Max capacities for utilization

8.5.2. Technical characteristics, e.g. cable atteation/km

8.6. QOS requirements

8.6.1. For the system - e.g. congestion criteria

8.6.2. For the technology — e.g. permitted attenuiain

8.7. Telecommunication equipment fixed and variable costs

8.7.1. Equipment structuring and modeling

8.7.2. Cost models - linear, step functions, etc.

8.8. Economical and Operational data
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8.8.1. Purchasing, installation costs

8.8.2. Operational and maintenance expenses
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Annex 1 — Network planning tools

Network planning tools are essential for networknplers to be able to design multi-
service networks that can meet today's growth @n applications and traffic. These networks
also have to provide guaranteed service qualitgilavility, reliability, ensure minimal delay,
and must be optimized according to various cossicaimts.

Since the complexity is also growing in a very fasaly, the planning tools must be
powerful and flexible, to handle all the differergtwork designing issues. The possibility of
extension in a very easy way is also required,esthe user's work must be only related to
developing new algorithms and applications, instfigarogramming the integration of his
methods into the main framework.

A portfolio selection of planning tools to supptitose planning activities is provided.
The selection criteria are: capability to model mwdtechnologies, commercial availability
and being well proven in the field.

Used structure to describe the tools:

Tool xxx :

e Objective

Domain of applicability: planning activity, netwolkyer(s), technologies, etc.
e Capabilities: network type, size, routing type, etc

* Required inputs

* Provided results

 Example cases
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LIST OF NETWORK PLANNING TOOLS:

Al1.1. Application of EXCEL

Microsoft (MS) Exce] as it is well known, is a powerful spreadsheat th easy to use and
allows you to store, manipulate, analyze, and Viseaata.

It is a standard part of all versions of Micro90ffice, and is currently in its tenth version,
known as Excel 2003.

At its most basic level, Excel simply provides maistured way to store data.

An Excel workbook is made up of worksheets, eachloth contains an array of 256
columns and 65536 rows. That's a total of over 16illion cells for data.

In a workbook there are maximum 255 worksheets.

Excel has efficient ways for managing the stored.da

Excel allows to sort data by as many columns aswweeneed, provides shortcuts to allow to
move instantly to any cell, or to find any piecedata in any cell and methods of filtering
stored data.

The real power of Excel is in analyzing rather tsanply storing data.

As with any spreadsheet programme, Excel can handteematical calculations of any
complexity.

It also has many Functions built in for specifisks.

The most common of these, as SUM, MAX, MIN, AVERAG#&n be calculated with a click
of a button.

There are also over a hundred functions, groupezhiggory, invoked from dialog window.

Each function can be manually typed, or if prefeéyiexcel can guide the user through the
process, prompting for the required information giwihg extra help where needed (see
figure A1.1).
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Function Arguments @@

DDE
Cost |41 =k = o000
salvage [10000 i = 10000
Life [s0 ) =0
Period |12| E =12
Factar | ETE

= 1147.870579
Returns the depreciation of an asset For a specified period using the double-declining balance
method or some okther method vou specify,

Period is the period For which you wankt ko calculate the depreciation. Period must
use the same units as Life,

Formula resul; = 1147.870579

Help on this Function (04 | Cancel |

Figure Al.1- Dialog window of Excel function calculating the degpiation of an asset

There are over 80 functions available within thatiStical category — mean, modal and

median averages, standard deviations, rankingiturs;tetc.

In addition to analyzing data, Excel provides a banof very powerful tools for

summarizing purposes.

Excel puts subtotal information below each categpscified, and can further break down
these categories, or add averages, maximums ao &® necessary.

Another major area in Excel application is the tozaof charts.

Bar charts, pie charts, line charts, column chaatdar charts, surface charts, area charts, etc.

(see figure Al1.2).

Stm o TGROSE 1 Av]

&m0 smo

smo Tmo

o £mo
: _ [pERT
£ — B
3 E |cHEDy
w 4 —
; amn - sma =]
i * L |4ar
= [——Log. {Chlidre s sy

2mo I o

*
1o F — 3ma
o k_ 1 2mn
Anztrala Cavada Ge mawy GreatBriah
=0

Figure Al.2— Diagrams produced by the Excel specialized chadaggbilities
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Many of the charts can be presented in three dimessallowing for a variety of special
effects.

The charts can be easily moved around the workboakpied into Word documents or
PowerPoint presentations.

As kind of Network Planning tool EXCEL could be dder:

» Entering and storing of network data, e.g. nodedioates, traffic volumes,
equipment costs

» Application of simple network planning and foredagtmethods, e.g. demand
forecasting with trend methods, simplified meth@mtsexchange locations
optimization, etc.

* Presenting of tables and charts for quantitiesistamers, network elements, cost
results, etc.
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Al.2. PLANITU -ITU

Objective:

PLANITU is a tool for optimisation and dimensioninfcircuit-switched telecom networks,
based on an integrated interactive approach fdirfg@minimum cost solutions for:

* |ocation and boundaries of exchanges

» selection of switching and transmission equipment

e circuit quantities, traffic routing, switching hachy

* choice of transmission paths.

Fig A1.2.1. : PLANITU iterative optimization

>
Exchange Boundaries Locations
1 locations Circuits Distances
V.
4 Exchange Locations Boundaries
boundaries Cost/ erlang Subs / exch
V.
Inter-exchange Boundaries Traffic
traffics Subs / exch distribution
V)
Inter-exchange Traffics Circuits
] circuits Cost/ circuit Routing
v
Transmission Circuits Cost/ link
systems Distances Cost / circuit
7%\1/
L Network Current lmprovid
changes network networ
Coverage

Local Networks
Exchange locations

* Exchange boundaries

* RSU locations & boundari

e Inter-exchange network

* Exchange hierarchy

e Transmission systems
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Rural Networks /G\
» Exchange locations & boundaries %ﬁ%;&m
* Exchange hierarchy
* Inter-exchange network

« Transmission systems

National & International Networks

» Traffic routing \"&/ —
« Exchange hierarchy |

>
* Inter-exchange network \/‘/:)
r
. “
* Transmission systems /(’
7\
Access network optimization N

» Dial-up Internet subscriber planniny
* Broadband access planning
* Planning of cabinet areas
Backbone network optimization
e Dual homing (load sharing)
» Design of nonhierarchical circuit-switched networks
* Optimization of the fixed part of mobile (GSM) netiks

* Optimization of Ring/ Mesh SDH/ SONET transporttvwarks

» Design of ATM, IP MPLS, WDM networks using equivaidandwidth paradigm
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Fig A1.2.2. : Tool appearance and windows
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Application :

e PSTN circuit-switched (TDM) networks
» Data (packet) networks — very limited

* Evolution to NGN - limited

» Training tool for network planning
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Al.3. STEM

Objective:

STEM is a business decision making support todlehables the analysis of business models
and cost assignment for Telecommunication Netwarkbservices over a period of time
Business planning is based on a service demandlniadés categorised by market segment,
service type and geo-type; That demand drivesab@urce dimensioning, replacements,
costing and revenue generation as well as the lasilmu of all financial parameters and
ratios.

Platform:

In order to run STEM, you must have a PC runningrbBoft Windows 95, Windows
98, Windows 2000 or Windows NT, and at least 13Miyee disk space. Platform is
Object-oriented with an editing interface that asst@s data directly with icons and
links between elements. Interfacing is providedtteer MS Windows applications
like Excel and Word.

(The Analysys STEM network investment modeling tiea product of Analysys
Consulting Ltd, Cambridge, UK see: www.analysys.Lom

Issues addressed by the tool

« What are the main cost drivers of the business?
«  Which technology offers the most cost-effectiveusohs?

« What are the average and long-run incremental cd$kss network?
* What is the return on investment?
« What impact will changes in busy-hour traffic hareservice profitability?

« How will economies of scale and volume influenewficial results?

+ How sensitive is the business to changes in deraaddechnology?
* What are the investment implications of varyingesjseof network roll-out?

Applications concerned in business planning

- Network strategy planning

« Cost allocation

- Incremental service costing

« Market and competition analysis

« Systems design and sale Research and development
« Business case planning
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« Network technology acquisition

+ Tariff planning

- Technology and cost comparisons Service roll-out

Modeling Features

The following are the main features and charadtesifor the telecom network
solutions:

Service Demand Projection per customer class

All network layers and technologies considered

Network modeling with several degrees of detaibadmng to planning
objectives

Any network type and size

Evaluation of network resources and associatecstment (CAPEX)
Evaluation of revenues for given tariffs and instabn rate

Modeling multiple resource lifetimes

Modeling multiple time periods

Modeling of demand elasticity to tariffs

Interrelation between network growth and operaticoat (OPEX)

Cost assignment as a function of resource utibpatates

Audit function to have explicit track of precedenberarchies, interrelations
and causes for primitive or derived results

Produces automatically the standard financial tedide Cash Flow,

Profit & Loss, Balance Sheet and up to 100 typicatiness related
parameters

Allows to add new results in tables or graphicahfats as customer needs.

Fig A1.3.1 : Activity flow for the STEM techno-ecoromical economical evaluations

Demand o
Parameters Depreciation & (And trends)

Incremental Total Incremental Production
Demand ___» Incremental —» Resource —__» &Costing
for service Demand for Supply of Resources

T Resources T
Tariff Service
and costs &
Revenue charges

Input data
Tariff Others costs Phase of

Replacement
of Resources

Resource Resources Costs

Decommissioning

Policy (Admin/mkt) calculation
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Fig A1.3.2 : Example of tool results

i Analysys STEM Results - [DEFAULT localoop. SMR]
File Edt Graphs Fomat Consolidstion Config Options STEM Help
[T Service Demand - Connections =] [T Resource Capital Expenditure =10 [l Network NPY =] E3
Service Demand - Connections Resource Capital Expenditure Network NPV
localoop: Moderate, Connections localoop, Eight channel base station localoop, Metwork
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Capabilities of the New version 7.0

STEM version 7.0 was released in September 2008 TEM User Group Meeting.
This milestone development embraces a new demhaiysis, including intrinsic
support for data services, a range of new finarwabdulations, and the addition of
Service results broken down by individual Resour€arity is the focus of this
release, enhanced by new formatting options in thetiEditor and Result programs.
Main new capabilities are summarized:

- Demand parameters for data services

STEM 7.0 makes it straightforward to model dataises directly. The Service
Demand dialog has been extended to allow moretiveuentry of demand parameters
for data services. The new 'Peak Driven' calcutadiption works from new

bandwidth and contention inputs and makes annaffiictvolume a calculated
quantity.
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- Multiple contention ratios

In general, there will be a contention ratio atfir& point of aggregation, on the
immediate access pipe, where traffic may aggregatess, for example, other
dwellers of a multi-tenant unit. However, deepethia core network, there may be a
further averaging effect due to multiple nodes canibgether, resulting in a higher
overall contention ratio. This can be readily mésithrough the multiplier of an
intermediate Transformation.

- New financial modelling options
-Time-series unit costs and inline trend for Cdpftast

STEM models are typically forward-looking and mangbeof a combination of known
guantities and estimates. So unit costs were @ligidefined as a spot value for a
calibration period, linked to per-Resource and gldtends, and multiple cost indices
for capital costs. All trends and cost indices wasenalised separately for each
Resource according to its calibration period. Hnmsple approach allowed for the
rapid development of cost models, with efficieruse of global cost trends.
However, this approach did not accommodate othgswéworking, such as

linking to time-series costs calculated from otbeurces, or capturing known

values and historical costs.

STEM 7.0 provides the flexibility users want. Uodsts are now time-series in their
own right, allowing you to enter known or linkedhe series directly and leave cost
trends unset. But you can still enter constanbcatiion values and use inline or global
trends when this approach is easier or quicker.
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A new Use Global Trends input also makes it posdibicompletely decouple cost
assumptions for certain Resources, while retaigiogal trends as an efficient
common hypothesis for the remainder.

-Modelling loans and bonds with individual debtilities

In recognition of the need to model mixes of loaasety, STEM 7.0 allows for the
definition of individual debt facilities, with sefste terms and schedules, to support
the funding requirements for a network.

A typical debt facility has a fixeterm (defined as atart dateplus n years)
within which funds may be borrowed, up to an opaiamedit limit. Separate
grace periodsare allowed for the principal repayment or amotiga(gp) and
the interest payments (gi). New borrowing is orllgvaed up to gp where gpgi.
After the principal grace period, amortisation nheypaid in one or more equal
annual instalments{raight-line amortisatio) or there may be awptional
repayment profile

There is typically dixed interest ratdor the term, with payments calculated from
the year-beginning balance. Small adjustments aderfor the interim
amortisation: a.(n — 1) / 2n, where a = annual &isairon, and n = number of
payments each year:

-Price lists for Resource capital costs

The smooth logarithmic model for economies of stam earlier versions of STEM
has been replaced with a straightforward and intufrice-list model which can
capture specific supplier price points. (The lotemic model was fine in theory but
inflexible and almost impossible to match to refd-tlata.) STEM 7.0 has a new
per-Resource Price List input which makes it pdedib specify a series of
cost/cumulative volume breakpoints.

The total cost for intermediate quantities is cltad by linear interpolation, that is,
linear from zero to the first breakpoint, and ddeyond last breakpoint at same
gradient as the last segment:
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Linear interpolation of total costs is equivalemgtreciprocal interpolation betwee
unit cost breakpoints. Therefore costs definednitscosts or discount factors are first
scaled by breakpoint quantities before interpotptia total costs;

- Intelligent formatting options
-Number format and orders of magnitude

Feedback from users showed that they would prefsuppress excessive
precision in the formatting of numbers, for theesak clarity and consistency. In
line with this, STEM 7.0 has a customisable nunibenatting system which
allows the user to specify:

—an order of magnitude for a graph, such as millmmisillions, which will be
used automatically to qualify the y-axis scale

- the number of digits and decimals to be showntabée

—whether values should appears as percentages.

These options can be applied to individual grapitstables and are also stored
with all pre-defined graphs in the Results confagion.

However, the selection of a number format, and @afpe the choice of orders of
magnitude, depends critically on the actual numbaehand. In other tools it
may be necessary to manually format each grapébbe to suit the specific data.
In contrast, STEM 7.0 includes a system that aullomaticallyselect an
appropriate order-of-magnitude label and the odtmaanber of decimals,
depending on the actual values displayed. Thigsys controlled by a set of
global parameters which you can control with a iNawnber Format dialog,
which is accessed from the Options menu in the Begrogram.

-Routine preview of inputs with Auto Graph

In the Editor, a chosen input can be graphed lzkiclg on the Graph button
in the appropriate dialog. STEM 7.0 extends thasuee with the addition of a
window which will remain on screen aadtomaticallydisplay a graph of
whatever input parameter is selected.

The Graph button on a data dialog showing paramé&erlan individual time
series immediately graphs that time series.

-Visual grouping with colour blocks

Another improvement to the user interface in STEMIig the option to use blocks of
colour to group together a set of model elemertigs akes it easier to see at a
glance which elements belong together, for exan@eservices grouped within a
particular Collection. Colour blocks may be drawousnd the members of
Collections, Market Segments, Functions, Dimensans Templates.

- Advanced service costing

A defining feature of STEM version 7.0 is the gextien of allocated Service cost
results, broken down by individual originating Reszes, based on a scaleable
implementation which is designed to avoid a comioinal impact on performance.

STEM performs detailed cost-allocation throughdhakulation framework for
handling incremental demand which is generated veherodel is run. Appropriate
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shares of Resource costs are routed to the regp&s#rvices responsible for used and
slack capacity. However, the 6.2 model engine stdyed results for the total
allocations, mainly because costs were aggregata@ttdrmediate Transformations
before being passed back to Services (though atlgialso to limit the size of results
files on disk).

New direct cost results allow for costs driven biermediate demand from partially
slack equipment, and vary more closely in relatmthe underlying service demand
than used cost results. Direct costs represertas$ieof a fully efficient network and
are the keenest indicator for tactical pricing.

Service Revenue and Op. Charge per Conn New direct cost results allow for costs

400

D! — A e driven by intermediate demand from
\ partially slack equipment
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STEM 7.0 stores separate results for the costadf separate Resource which are
allocated to a given Service. No changes to thetsare required; a STEM 6.2 model
must simply be re-run with the new model enginghkanew Results program, we
have added two new types of result, 'Service / Regband 'Transformation /
Resource’, for which all the usual cost resultsaaelable, as well as a Used Capacity
result which can be used to understand respecémace shares of the installed
capacity of a Resource.

Service Depreciation and Amartisabon Service Alocated Depredation and Amorsation
oot - A, e s - F o | W ais sl =y el L R v

EEIIES

aad s




36

Al.4. VPIsystems

Planning and Engineering Solutions from VPIsystems

VPIsystems, Inc. is a recognized expert in engingatecision support software used for
modeling and optimizing communications network @fyaand improving the efficiency of
the network planning and engineering process.

VPIsystems provides network operators with solifor improving the processes associated
with network resource and capacity planning, deplent, and network optimization that
result in major savings in CapEx and OpEXx. VPI eslproblems such as improving capacity
utilization,optimizing new builds, streamlining metrk planning, optimizing tariffed network
bids and central-office de-risking.

VPIsystems provides communications equipment vendidh solutions that automatically
design and specify optimum equipment configuratioresponse to customer proposals and
quotation requests. VPI software provides a cortipetsales advantage, allowing you to
preserve margins, eliminate design errors and ke owstomer responsive.

VPIsystems provides optical subsystem and commtiorsaequipment designers powerful
simulation tools to optimize product designs. V&ftware can enable you to rapidly compare
multiple designs and predict performance withaueticonsuming lab prototyping, leading to
better and more cost effective designs.

VPIsystems has offices in Berlin, Melbourne, Mirmsid U.S.A. Its Berlin office is located
at: 6, Carnot Strasse, Berlin 10587, Germany. Farermformation about VPIsystems and its
range of products contact: info@vpisystems.com

Overview of Integrated Network Planning using VPI goducts

The entire product range offered by VPIsystem&iesvs in Figure 1 below . The product
range is offered as individual modules that aregrdated on a platform called the

VPllifecycleManage?™ . Each module addresses a unique planning funititre multi-
technology, multilayer, telecommunications netwbigrarchy.
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Optical Design Module

Photonic design autortion tooks
nclding imegrated optical
devices, thin film fiters, wnabk
lzer z, optical anplifiers, WOM
and GATY systerns

Optical Netwarking Module

Fhnning and optimization tools for
SOMETASDH, Optical Ring, Optical Mesh
and hybr id networ ks, with ULH and WRA
capabilities, ploz optical link
configuration tools.

Equipment configuration modu le

Toalz to quide installations and ensure
the consistent application ofup to date
configuration rules, that visualize
equiprnent down to card, port and pin
level ona GAD engine.

Data base interface

Interfaces that capture current

inforrmation frarnexisting 0S5, MMS, ERF,
GRM, POM and legacy datbazes o
embed design, configuration, planning
Ontical Optical ] t and deploy rent actions i the realworld.
) . ptica ptica quipmen 3rd Party
Business Flannin g o dule Design Natwor king Configuration Datahases
Bushess phnning tools based ona GIS Module Wodula Wodule
‘phlusﬁrﬁ;frr\‘flgbc:;:?e_w?_esw‘;‘rg:et.ogeTe'(ct (OSS' NMS) 31 party too's
e technobogy, optimize the networl
and ot R0 NP o s g oo
revenue and deliver an optimized roll softaare nto e VFl envionment.
outstrategy.
BUSmIESS Network Installation & 3rd Pan!'r Installation and documentation mod ule
Planning Planning Documentation Tl
Electronic docurnentation tools for MUK,
MOdL”e MOdL”e MOdL”e OCN, Sync and BOW plans. The tools
perform routine consistency and relabil iy
chedks for cable connections and

parameter settings to rapidly detect

Metwork Planning Modu ke ion faiures and

Flmning and optimization toals for
ATM, IPMPLE and class § sefvice
networks, over Ethernet, SONET/SOH
and Optical ransport nfrastructure.

Lifecycle Management Flatform

Connects people, toolz and dat@ ina
web enabled phtform that coordinates
projects, resufts, configurations and
nterfaces between towols md data.

Lifecycle Management Platform

= 4

Figure 1 VRditycleManager and supported modules

New Planning Environment

Several factors have combined to create a unigpergmity and need for integrated network
planning today. Salient among these are:

1. market competition due to deregulation
2. the transition from voice to data-centric netkgor
3. the introduction of new technologies like IP/MRPIROADM, and MSPP.

Effective network planning and design is esseiitidle best use is to be made of new
technologies while at the same time taking intooaat traffic distribution patterns, changing
economic conditions, and new network concepts.primeary objective is to reduce
investment and operational costs while improvingise quality and flexibility.

Increased competition, the emergence of low castcealternatives such as packet-voice,
and the advent of high-volume/low-revenue servisash as Internet access, have
significantly eroded the profit margins traditiolyatnjoyed by network and service providers.
Consequently, a high degree of efficiency in gfleats of service and transport network
operation—from service provisioning to infrastruetplanning—is a must for network and
service providers to stay competitive. It is beawgnincreasingly clear that amtegrated
network planning environment—one that providesmmmon platform to support all aspects
of service and transport network planning—is thewaer to the problem of improving the
efficiency of the planning process. Providing asdesa suite of expert design tools that
optimize individual service and transport networkkjle at the same time affording
simplified access to network data via seamlesgiat®n with Network Management
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Systems (NMSs), is the most effective way of enhlrana network provider's ability to
compete.

Current Network Planning Process

Most network planning activity today is a widelyryimg mix of individual decisions based
on guesswork or intuition, ad hoc back-of-the-eagelcalculations, and occasional use of
sophisticated stand-alone tools focusing on spegdits of the overall network planning
problem. There is a clear lack of an integratedtesyatic, quantitative approach that allows
the planning process to be modeled in its enti®tpups responsible for the design of
specific service networks—such as circuit-switchiente, IP or ATM—design their networks
as best as they can and rely on transport netwarkamg groups to provide them with the
bandwidth needed as cost-effectively and reliablyhay can.

The transport network planning groups, in turreratit to optimize the transport network
based on traffic forecasts received from the variervice network planning groups.
Typically, these groups make decisions on the netwerhnologies and architectures to be
deployed based on a combination of needs, suchtasgthe lowest cost per unit bandwidth,
meeting the SLA requirements imposed by specificises, the type of restoration needed,
the ease of operation, and so on.

This two-step process, involving individual serviework planning and transport network
planning, is further complicated by the lack of @boation among different organizations and
areas of expertise, and by the existence of agiathf NMSs each containing a subset of the
network data. There are often multiple, inconsistepies of a certain set of data and to
achieve data consistency is in itself a probleroarfsiderable magnitude for most network
providers. As a consequence, the combined plarprimgess often tends to be fragmented,
inefficient, and inordinately long.

The Solution to Network Planning

By providing a complete suite of planning toolsetiger with integrated NMS access and
database support on a common platform, the VPyldetManager™ radically transforms the
network planning process, rendering it simple,gpament, fast, and cost-efficient. It does this
by enabling an integrated network planning apprdhaheliminates guesswork, cross-
organizational miscommunications, and manual pseEthat are costly, inefficient, and time
consuming. The collaborative planning environmdfered by VPIlifecycleManager™
supports teamwork across different organizatiomsfanctional areas, and promotes the
seamless gathering of network data from differelitSs. This allows multi-organizational
teams to effectively share their expertise and sie&ald to collaboratively evaluate alternative
service and transport network architectures tovat a solution that achieves the cost-
performance compromise in a manner best suitduetoverall company goals.

VPllifecycleManager supports the following set obis:
VPIserviceMaker™ATM

VPIserviceMaker™IP

VPIserviceMaker™Switch
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VPIserviceMaker™SS7
VPlaccessmakét
VPIserviceMaker™Distribution
VPItransportMaker™
VPItransportMaker™ Sync
VPIlinkConfigurator™

These tools are brought together for collaborativgployment by platform software known as
VPllifecycleManager™. Figure 2 below shows thelirgkations between these tools.

VPlserviceMaker™

. — Distribution - S—
. e, o/ | .0 o |
| I
| P ATM Switch ;
i o '/ s S57 i
N NP

SONET/SDH

WDM System s

VPltransportMaker™ i Optical i\‘ Sync

VPIllinkConfigurator™

i VPItransportMaker™ Sync

Figure 2 Interrelations between Vil®ols

VPlaccessMakerTMis a tool used for modeling business plans andldgias studies for the
deployment of access technologies. The tool captsubscriber information, models different
service combinations and technologies and selketbdst technology for the task, to
calculate ROI, NPV, cash flow, revenue and an agghroll out strategy. VPlaccessMaker
uses a Geographical Information System (GIS) systased on Map Objects ESRI® and
MapX - MaplInfa® to provide direct visualization of maps, networkiggnent and data

VPIserviceMaker™Distribution is used to generate point-to-point traffic masidased on
various demographic and geographic assumptioreddition, this tool can be used to
estimate unknown traffic for the next planning pdrbased on certain traffic growth
assumptions. This tool offers an excellent meargeatrating an initial traffic matrix from
uncertain data and offers various controls to perfarhat-if analyses.
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VPIserviceMaker™IP is used for planning IP networks. It can perfoRmEetwork capacity
design for various service classes supported omtheet, such as best effort services (web
browsing, HTTP, FTP, e-mail, etc.) and VolP (Vomeer IP). VPIserviceMaker™IP further
supports OSPF (Open Shortest Path First) topokffgctive bandwidth calculations for
bursty traffic, network bottleneck identificaticijlure simulation, and modeling of link
interface costs.

VPIserviceMaker™ATM is used for ATM network planning. The key funcsgorovided
include equivalent bandwidth calculation for burdéta, topology design based on traffic,
link and equipment costs, Virtual Path (VP) clasaiion based on traffic, VP dimensioning
to determine the capacity to be assigned to a girerVirtual Path Connection routing and
bundling, shared capacity restoration computatetyork bottleneck identification and
overload correction, equipment list and networkt geseration, and call level simulation to
verify that performance objectives are met.

VPIserviceMaker™Switch is a tool for planning and dimensioning circuititelved
networks. It supports optimized trunk group dimensig based on topology, traffic volume,
and alternative routing strategies. It can alsade to determine a cost-optimized routing
scheme based on a specified cost factor for eaok iroup. The tool can also evaluate the
traffic carried, and trunk group blocking, in exigf networks.

VPIserviceMaker™SS7is used to design common channel Signaling Systeny

networks. It can optimize the signaling networkdimgy, dimension signaling link sets, and
route signaling traffic. VPIserviceMaker™SS7 caspahnalyze an existing SS7 network for
routing and reliability problems, undertake failamalysis, and perform bottleneck analysis.

VPItransportMaker™ supports transport network design based on PDHNESGSONET,

and optical networking technologies. It covers demvmiange of network architectures,
including ring, mesh, and ring—mesh hybrids. UsfijtransportMaker™, a planning
engineer can optimize the network topology andrdates the appropriate routing, protection,
restoration, and equipment. VPItransportMaker™bvedl you to define a variety of
technology, architecture, and network constraimis inust be explicitly honored during the
design. The tool also supports an analysis moduletfecking design results and for
performing what-if analyses. VPItransportMaker™ banused for planning metro and long-
haul networks.

VPItransportMaker™Sync is used for planning synchronization networksludmg the
optimization of clock distribution in DS1/E1 synohous communication networks. The
purpose of a synchronization network is to enshiat @ll DS1/E1 elements in a network have
a timing source that is accurate to within accdpttdierances. VPItransportMaker™Sync
enables synchronization planning by generating sten&lock distribution plan, creating
alternative back-up timing supply routes, and pilong an analysis and evaluation capability
that checks for timing loops and for breaks intthreng supply paths under various failure
scenarios.
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VPIlinkConfigurator™ s used to design links in optical networks. Itgoits the synthesis
of multiple design alternatives given a set of retnplanning requirements.
VPIlinkConfigurator™ enables you to compare andkrank design alternatives. You can
easily modify the synthesized link design, creae designs, and perform whataihalyses.
You can also undertake sophisticated analysedik’a optical performance and cost, taking
into account the WDM system technology used, therftype, and the type of optical
amplifiers.

Integrated Design Flows Supported in VPllifecycleMaager™

Depending on the network provider’s environment aetivork planning needs, various
design flows can be instigated using the VPIllifdetanager™. The most common design
scenario involves the following steps:

1. Generation of traffic matrices using VPIserviadr ™ Distribution. One or more traffic
matrices may be generated for each service layaonieto be designed. For example, you
can generate a VolP matrix for the Voice over IPligation, an ATM CBR (Continuous Bit
Rate) matrix for ATM network design, a point-to-pbErlang traffic load matrix for circuit-
switched voice network design, and a point-to-pbaridwidth matrix for designing a
transport network at any desired layer (PDH, EteerBONET/SONET, or Optical).
Alternatively, you could begin your design procesth VPlaccessMaker to model customers
and service characteristics and derive the sedaogand for each access serving area. This
can then drive VPIserviceMaker™Distribution to gexte the traffic matrices for each
service type.

2. The traffic matrix generated is used in conjiorctvith the appropriate
VPIserviceMaker™ tool to produce an optimized ssr\ayer design, approximate
equipment interface, and link/trunk costs. The/linlok dimensioning provides a point-to-
point bandwidth demand requirement that is thenrfealVPItransportMaker™ to be
incorporated into the design of the transport nektwo

3. Each point-to-point bandwidth demand matrix l&sgy from step 2, along with those
generated in step 1, together with associated nemeints for routing, protection, topology,
restoration, available equipment types, and seded to VPItransportMaker™. Here, every
possible combination of transport network technglagd architecture can be analyzed to
determine the most cost-effective solution thattd® various SLA requirements.

While steps 1-3 above constitute the most straaghtird workflow for undertaking network
design, a number of iterative design loops mayxeewed to improve a specific design or to
try out different combinations of service and tq@m$ network technologies and architectures.
Thus, we may go back to step 2 after step 3 andad¢hie assumed link/trunk costs based on
the total network cost determined during step 3s Téads to a revised set of service network
designs, which in turn leads to a modified transpetwork design whose total network cost
is now different. You can repeat this process Imjsieg your service network designs using
the newly derived average link/trunk costs. Perfecivergence, wherein the average service
layer link/trunk cost in step 2 is in perfect agnemt with the newly derived link/trunk cost
after step 3, is rarely achieved. The iterativecpss is usually halted when the designer is
satisfied that agreement within acceptable limis been achieved.
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The above process of collaboratively determinirggribeds of different service networks and
the transport network needed to carry the sengoésrces a planning discipline that will lead
to a vastly improved planning process. The netvpoovider realizes immediate benefits in
terms of fewer technical staff, more cost-effectlsigns, and shorter planning times.

Many other design refinements are possible evem tivé relatively simple three-step process
described above. After step 3, you could go badktdp 1, modify the assumptions behind
traffic matrix generation, and then investigate régulting impact on total network cost after
step 3. Alternatively, you could revisit step leafstep 2, change the traffic generation
assumptions, and see how this affects service igsgns.

More sophisticated analyses could take into acctheneffect of new equipment that achieves
layer integration. Thus, after step 3 you couldneixee equipment architectures that integrate
service and transport layer functionality. This \aballow you to derive, in addition to
average service layer link/trunk costs, new serlager interface costs, and then to repeat
steps 2 and 3. For example, an IP/WDM designer niiighh assume stand-alone IP router
port costs at step 2 and, after doing a WDM mesigdeat step 3, consider equipment that
combines the functionality of an IP router, DWDMgfise Wave Division Multiplexing), and
OXCs (optical cross connects). The average routdrqosts derived from this new
equipment type might be sufficiently different tamant revisiting step 2. This may lead to a
significantly improved IP layer design, a correspiogly improved WDM network design,
and much lower overall network costs. It is evidewen in this simple illustration, that the
collaborative planning methodology coupled with tise of powerful planning tools can lead
to very significant cost savings.

Several other design flows are feasible, and wod#le sense in many practical situations.
For example, you could first design a circuit-s\wéd voice network using
VPIserviceMaker™Switch and then design the assetisignaling network using
VPIserviceMaker™SS7. Another common scenario ine®l¢esigning a PDH or
SONET/SONET transport network and then undertakiymghronization planning using
VPltransportMaker™Sync. Using the VPIlinkConfigund® tool, a network provider could
then obtain a complete characterization of the agtls embedded fiber database and use it,
in conjunction with various vendor implementatiai3VDM systems, to determine the best
optical network that may be supported by its insthfiber base.

As one example of such a planning process, conaideptical sub-network consisting of old
fiber carrying only OC-48 signals, a second sulwoét carrying a mix of OC-48 and OC-
192 signals, and a third consisting of a transgasptical island comprising the latest
wavelength banded Ultra-long Haul WDM systems vathDMS (Optical Add/Drop
Multiplexers) that provide band add/drops and supmaltiple WDM system branches.

Demonstration of Integrated Network Planning

This section illustrates how you can conduct irdégpt network planning across multiple
layers and technologies using VPIllifecyclemanagefrie example selected represents a
typical network planning problem from a nationwitdgtwork provider’s perspective, namely
the USA backbone network shown in Figure 3 beld@his is used as the underlying physical
network where nodes represent traffic generatiatebimg points and links represent fibers
connecting the nodes. To show how VPllifecycleMam&¢ can model the multi-layer multi-
technology complexity of today’s telecommunicatietworks, we will design multiple
service networks and one transport network. Thecenetworks are an IP network, an ATM
network, a switched voice (PSTN) network and an Si§@aling network. All are supported
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over a common transport infrastructure, being a BONNng network carried over a DWDM
transport infrastructure.

Before starting any network design, you need termene the traffic that the designed
network will have to serve. Traffic informationttse fundamental driving force behind any
network design. Normally traffic, if not availablean be forecast from historical data, or
estimated by market projection and subscriber . Here we assume both cases; that is,
some traffic is known, and some traffic is unknoawid has to be estimated.

The unknown traffic is estimated using VPIservicé®tav Distribution, which provides
many models for estimating traffic. The data flaaesoss a number of tools in this example,
as illustrated in Figure 2 . The service layer reks (IP, ATM, Switch) are designed first,
one by one. Then all the point-to-point bandwiditep required by service layer networks
are mapped to SONET/SONET layers to design a contraosport network. Finally
SONET/SONET pipes are bundled into point-to-poiklYDM transmission links.

Figure 3 USA national backbone network

VPIserviceMaker™Distribution

In this section we show how to use VPIserviceMakBid¥ibution to generate a matrix of
point-to-point voice traffic (Erlangs) for the sealited network design. We will assume that
10% of this voice traffic is VolP traffic This wibe the input data fed into the IP network
design. In addition, we generate a traffic matfipaint-to-point constant bit rate services
which will be fed into our ATM network design. Foermore, we also want to create a traffic
matrix of point-to-point circuits representing leddine services to feed into the transport
network design.

We start by importing the network node data from /s national backbone network (see
Figure 4). Each node represents a major city.

Note that all VPllifecycleManager™ tools have theng underlying network model. Hence,
network topology can be shared across differensi@ither by explicitly using the
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import/export functionality in each tool, or by gty opening another tool’s project file
directly.
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Figure 4 The set of nodes for traffic distribution

Next we specify the subscriber population of edath(o proportion to the city’s population)

and the average traffic per subscriber, as showguare 5.

i Input node data x|

Ho.lnode name no. uf_t_rafﬁc average tr_afﬁc |:_|e_rt:3|_1‘tage of per_cer!‘lage of
entities per entity | originating traffic|terminating traffic

1 |AT 00000 010 50.00 50.00

2 |Bo 100000 010 50.00 s0.00

3 |cH g00000 010 50.00 S0.00

4 |Da 200000 010 50.00 50.00

5 |DE 200000 010 50.00 s0.00

E [HO S00000 010 50.00 S0.00

A [ 100000 010 50.00 50.00

8 |La 00000 010 50.00 s0.00

L ] 200000 010 50.00 s0.00

10 My goooag 010 50.00 50.00

11 |=D 100000 010 5000 50.00

12 |SE 100000 010 50.00 s0.00

13 |5F 00000 010 50.00 50.00

| | ~l

Figure 5 User population and profile
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VPIserviceMaker™Distribution will then create a mpabf point-to-point Erlang loads, as
shown in Figure 6. This voice matrix is then expdrto a text file that can be used later in the
switched voice network design.

We will come back to VPIserviceMaker™Distributiogaan when we need to create a traffic
estimate for ATM and SONET network designs. IP giesissumes 10% of the voice matrix
as its VolIP traffic by specifying one tenth of safilser population.

Figure 6 Pomit-Point Voice traffic

VPIserviceMaker™Switch

Now we design a switched voice network (PSTN) usiregvoice traffic generated by
VPlIserviceMaker™Distribution. Again we begin by iorpng network node and topology
data into VPIserviceMaker™Switch. The result isvshan Figure 7 . We use the physical
network topology as the initial topology. This daschanged after running the topology
improvement function of VPIserviceMaker™ Switch.

The next step is to import the voice matrix. Totkis, we must first create an empty traffic
matrix. We then open the matrix window and impb# voice matrix data from
VPIserviceMaker™Distribution. After running desigptimization, we get the trunking
design of the switched network shown in Figure Bexe the number by each link indicates
the size of the link in DSO units. A file of thiata will be used later by VPItransportMaker™
as one of its input traffic matrices.
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Figure 8 Trunk size of switched network

A SS7 signaling network can be designed in assoniatith the switched voice network
design. But since the bandwidth requirements predixy the SS7 signaling network are
negligible for the SONET transport network desitpe, SS7 design is not included here.
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VPlserviceMaker™|P

Next we design the IP network. Again we start bpamting the basic network data into
VPIserviceMaker™IP. But since the IP tool modeddfic at the individual service level, we
need to create user populations (each one repessentscreen by a pair of computers) and
servers (represented on screen by a single computese are new nodes added to the
network. The original nodes are considered as switehing centers (and represented on
screen by core routers). We also purposely add swreectivity. (Unused links—that is,

links with no load—will be automatically deletedthe end of the design process.) Figure 9
shows the IP network setup.
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Figure 9 IP network topology

We now specify a traffic profile for each user plapion, each server, and each type of
service. The only exception is VolIP traffic, whassfic profile will be imported from
VPIserviceMaker™Distribution.

The import procedure is similar to that of VPIseeMaker™Switch; that is, we create an
empty traffic matrix and use the import functione\ttien run analysis, routing, and effective
bandwidth calculation. The resulting IP network dimaioning is shown in Figure 10.

Finally we export the IP network to VPItransport\aR'. A new VPItransportMaker™
project is created with IP network links being tegshas a matrix of point-to-point bandwidth
demands for the transport network design.
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Figure 10 IP network dimensioning

VPIserviceMaker™ATM

Now we design the ATM network. We import the saragvwork topology as before (see
Figure 11). Our task is to model three known clasdeservices: Permanent Virtual Circuit
(PVC) service, Metropolitan Area Network (MAN) datervice, and Switched Voice service.
The traffic matrix for each class is known. Therfowclass of traffic is a constant bit rate
service. Its traffic matrix is unknown, but it wike generated by
VPIserviceMaker™Distribution.

Unlike voice traffic generation (where we needpedfy user populations and average
usages), for constant bit rate data traffic we orgd to specify the total amount of
terminating traffic at each node. We then choosmgiVPIserviceMaker™Distribution, the
single matrix method and the gravity model to psla traffic distribution matrix. The
traffic generated is then exported for use asdhett traffic matrix in our ATM design.

After combining all traffic inputs, the aggregatedlffic pattern for the ATM network design
is as shown in Figure 12 .
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Figure 11 ATM traffic pattern

After a load optimized design, we arrive at a nekweith link capacities as shown in Figure
12.

Again we export the data to VPItransportMaker™reate a VPItransportMaker™ project

where the ATM network link sizes are grouped asafrtbe traffic matrices for transport
network design.
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Figure 12 ATM network dimensioning
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VPItransportMaker™

Now we are ready to design the transport netwosetb@n SONET over DWDM. We would
like to provide protection at the SONET layer, ahdose to design a SONET ring network.

We start with the VPItransportMaker™ project creldtg the VPIserviceMaker™ATM
export. The fiber network topology is shown in Figd3 . The ATM network bandwidth
requirement is included as the first traffic maith the name ATM_STM4).

The reason we do not start our transport desigm tivé \VPItransportMaker™ project created
by IP export is that we added some new nodes—repptieg user groups and servers—to the
IP network which we do not want to consider in ttansport network design. But we can
import the IP network links as traffic for VPItrggmtMaker™.

The nodes added during IP design are not recoga&®PItransportMaker™ network nodes
and the traffic between them is automatically igrbrThis is precisely what we want.
Nonetheless, the IP network bandwidth requiremergpresented as the second traffic matrix
(called IP_STM4) imported into VPItransportMaker™ .

We also need to import the results of the switolmde network into VPItransportMaker™.
To do so we import the VPIserviceMaker™ matrix. éwntraffic matrix (called SWITCH) is
now created with a DSO bit rate.
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Figure 13 Physical network topology

We also need a fourth traffic matrix as an estinohtenknown leased line services. So we go
back to VPIserviceMaker™Distribution and createatnn of point-to-point OC-3 (STM-1)
demands for the SONET network. For this purposeme need to specify the total amount
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of terminating traffic at each node (in units of @ A new traffic matrix named
DISTRIBUTION with bit rate OC3 (STM1) is created.

We have now imported four traffic matrices: ATM, BWITCH, and DISTRIBUTION.
They are illustrated in Figures 14-17.
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Figure 14 ATM bandwidth (STM4)
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Figure 16 Switched voice bandwidth (DSO0)
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Figure 17 Distribution bandwidth (leased STML1 lipes

The SWITCH matrix from the switched voice netwodstn is in units of DS0. DSO cannot
be handled by SONET add/drop multiplexers (ADMggsithe speed is too low. So we need
to multiplex DSOs to higher-speed signals. We do iy first routing the traffic and then
using the end-to-end bundling functionality in @itsportMaker™ .

After bundling, the new SWITCH matrix is in STM-hits (OC-3) and is renamed
Switch_STM1 (as in Figure 18).
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Figure 18 Switched voice bandwidth in STM1s

We are now ready to design the SONET and DWDM nekwithe basic steps are:

Define a particular ring technology (such as ab&ifi STM-64, BLSR ring).

Specify ring constraints (such a ADM add/drop cayand granularity) and cost
parameters.

Specify general design parameters (such as enaldimgind splitting, joint OMS
optimization and cross connects for inter-ringftcf

Specify the DWDM system technology, which proviget-to-point wavelengths
for the SONET ring network. You can specify suchapzeters as maximal number of
wavelengths, optical amplifier spacing, regeneraparcing and cost.

Run the ring designer to produce all the topoldgicgs, modular rings, their
interconnections, underlying DWDM systems, andfitabuting. (Here a modular
ring refers to a physical SONET ring—as constitdigcd SONET ADMs—and a
topological ring represents the topology of a maduhg. So multiple modular rings
may traverse the same topological ring.)

Figure 19 shows the DWDM layer topology where dadhis one or more DWDM systems.
The number beside the link indicates the numbsuoh systems. For this particular design,
only one DWDM system is needed over each link. Tisecause each system provides 40
lambdas (OC-192) of capacity, which is more thdfigant for the size of our traffic.
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Figure 19 DWDM layer deployment

In the SONET layer, two topological rings and frmedular rings are created. The two
topological rings are routed exactly along the teaps of the DWDM topology shown in
Figure 19, one on the left and one on the righer&tare three modular rings over the right
loop, and two modular rings over the left loop.

Summary of Integrated Planning Procedure

In this design exercise we have shown how the Yé&elcleManager™ tools can be used to
undertake integrated network planning across naltgyers. We have demonstrated a
smooth end-to-end planning procedure, showing @warious tools can inter-work, and
how VPIserviceMaker™ Distribution can help estim@asdfic where traffic data is not
available.

The data flows in this exercise have been one-fwamn traffic distribution to service layer
design to transport layer design. It is possibleawe a feedback process from the transport
layer to service layers. For example, by lookinthatspare capacity of the transport layer,
you can estimate how to expand a service netwook. dould then adjust transport
bandwidths allocated to the various service lagworks. You could also conduct what-if
analyses of the potential impact of service layamnges on the transport layer.

Next Generation Products from VPIsystems

So far we have described the integrated plannihdiso supported by VPIsystems’ products
supported on the VPllifecycleManag®mlatform. In this section we present the next
generation of VPIsystems products and solutions.firkt of these is VPI's Network
Lifecycle management solution which provides aegnaited and end-to-end solution for a
telecommunications operator’s network planning engineering process. The second is
VPInetworkConfigurato? a product aimed at automating the equipment vémgoe-sales
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process. We provide a brief overview of these petgland the motivation behind them,
below.

VPIsystems Network Lifecycle Management Solution
Introduction

Revenue is lost when customer demands cannot filetliby the available network
infrastructure. Carriers usually overbuild to Heeahis problem, which results in needless
waste of capital resources, while not necessanitypdetely eliminating hot spots in the
network. For example, switch trunk planners typicaktimate growth forecasts with built-in
spare. These estimates are then passed on tanispadrt planners who put various trunk
estimates together to develop a transport planaisatincludes some spare, resulting in spare-
on-spare in the overall network. Yet operatiofisestperience hot spots in the network with
unexpected customer demand, resulting in lost texen

Unfortunately for most carriers, the processesireduo identify idle capacity and
bottlenecks, to analyze today'’s traffic for prepgrforecasts, and to optimize and re-
configure the embedded infrastructure for miningzimew investments, are fragmented, slow
and inefficient, resulting in under-utilized inftascture, and needless capital expense.
Network Lifecycle Management (NLM) is an Enginegridupport System (ESS) concept
pioneered by VPIsystems in order to solve thesblenos and facilitate the automation of a
Telecommunications Operator’'s Network Planning Bndineering process. NLM allows
network operators to carry more traffic with legsip@ment and less people involved. By
bringing all of the various planning and enginegnimocess elements into one single generic
process, NLM will ensure interaction between thections with a single overall view of the
process from end to end.

While telecommunications Engineering & Operatioagétraditionally been supported by a
variety of software systems, the introduction dtware systems to aid the integrated network
Planning and Engineering processes is relatively. Réggure 20 helps understand how NLM
relates to other well established Operations Su@fpstems (OSSs) on the
telecommunications software landscape. Probablpéiseknown OSS systems that interface
to NLM are the “Service Fulfillment”, “Service Assance”, and “Activation” systems, which
automate processes concerned with managing, mmgi@nd utilizing the existing network
resources. These systems mainly facilitate manageai already-deployed network
resources and usually act on logical and physigatational inventory databases. These types
of OSS are designed to support many thousandsdf tshnsactions everyday and hence can
be categorized as “Transaction Support Systems

In sharp contrast to the above, the network planamd engineering processes require a new
type of software system, called Engineering Suppgstems. Network Planning &
Engineering provides the intelligence on how tddand extend service provider networks.

It involves creation of new logical and physica@arces to accommodate the forecasted
traffic within the constraints imposed by the exigtiogical and physical network

! On the other hand, a different type of OSS, knasiBusiness Support Systems (BSS), manages customer
facing processes such as “Service Order Manageni€histomer Relationship Management”, and “Billihg”
BSS systems act on operational product and setatabhases and facilitate administration, saleskatiag and
billing of existing network resources.
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infrastructure. The aim is to design, develop amplay a CapEx-optimized network
infrastructure that meets service requirementsargiven set of forecasted demands, the key
network planning and engineering activities consisthecking available network capacity to
see if it can accommodate the projected growtheigegimg network new-build plans where
necessary, and producing detailed engineering ke $ty network upgrade.

NLM Market Coverage fto—my
Vendors Operators Enterprise ‘
Sell
Transaction
Support
Systems
Monitor &
Decision
Support Consume
Systems
w Network
Plan & Build

Figure 20: Telecommunications Software Landscape

In contrast to the OSS, Engineering Support Sysiauwve relatively few transactions, but

each transaction may launch computation intendg@ighms operating on a large amount of
data. Consequently, Engineering Support Systems tealve designed like “Decision Support
Systems” so as to support few computation-intensarsactions with large volumes of data.

Key Requirements of NLM

A key requirement to NLM is to provide the necegsatetwork Design” and “Configuration
Modules” that can create feasible designs whiclienthat when the equipment are deployed
as per the design guidelines, the network will fiorcas designed with near zero fall-outs.
For this to happen, the designs have to be driyehdphysical and logical constraints of the
equipment. Capturing all details of not only thgdey equipment but also of latest
technologies for producing optimum and feasiblegiesrequires creation of a
comprehensive equipment library.

Another key requirement is that NLM should be cdpaib automating detailed planning and
engineering processes in carriers. VPI's NLM soluiachieves this by providing the
necessary “Workflow Automation Modules” that strdis the design, configuration, and
deployment of network infrastructure. Driven bydoast network demand, the process of
checking available capacity, generating network-bevd and producing detailed
engineering designs for network upgrades constikeyecomponents of NLM.

Aside from the necessary design, configuration,\aorkflow automation modules, another
key component of NLM is the underlying databasewbich all modules operate. Network
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planning & engineering business processes reqei@led data on planning, availability,
usage and state of various products, servicesiemuairces in the network. This data is
usually kept in various inventory systems. NLM sldaiake the as-built network data from
the operational inventory systems (logical and piaysnventory) and combine them with
detailed equipment data to build the Planning &ikeegring Database (PED). The PED is the
underlying database of NLM that keeps an off-lirtdrical model of the operational
databases, and hence needs to be periodicallymmeed. As output, NLM issues and
delivers “new build plans” and “Work Orders” formgleyment of new-build network and re-
optimization of the as-built network and initiatgsdates to the corresponding inventory
systems about the changes made to the network.

In summary, NLM enables operators to deliver besggvices, more quickly and consistently,
and make better use of already-deployed netwoduress. With large networks and many
complex processes, the CapEx and OpEx impact amaimpe is potentially huge.

VPIsystems Pre-sales Process Automation Solution

A serious problem faced by equipment vendors hae with the currently prevalent pre-
sales proposal generation process. Sales oppaesiare lost when product experts are
overloaded and when the sales and support tears taclsistent, up to date product
knowledge. This results in proposal responsesatgahon-competitive or sub optimal,
lengthened sales cycles that jeopardize busingssrtmities, more costly solutions, and
design errors creating additional post-sale exmense

The VPI solution to this problem is VPInetworkCanfiatof™ an expert software program
that increases the productivity, responsivenesantgpetitiveness of the sales organization.
It enables sales support and proposal personmaptdly provide responses to sales
opportunities and proposal requests, which aremopéd to lowest cost and are 100%
accurate. Productivity improvements of 2X for saepport personnel are typical.
Benchmarking against manual designs created byupt@kperts typically shows 80% time
savings and 20% lower cost of completed designswebepared to existing techniques
while totally eliminating product configuration ers.

This solution is achieved by embedding VPI's warlalss planning and engineering expertise
in an easy to use web enabled software that allbevsendor’s global sales force access to
the vendor’s scarce product and design expertisaddiition to the core design engines
developed by VPI, the software consists of a custalte product library module that can be
populated by product experts, and a customizaldgdevizard that encapsulates design rules
developed by vendor experts with a thorough knogadeaf the product capabilities. Once the
customer network data is captured by the sale®petise pre-built product library and design
wizard take over and generate optimized desigriqttieat the customer needs. A key
innovation of this software is the integration lo¢ tplanning, link engineering and equipment
configuration steps which enables the sales pdmsproduce designs that are 100%
compatible with the products chosen, and to geeenaterable Bill Of materials (BOM). A
schematic depiction of this process is shown iufeg@1 below.
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Figure 21:: Integrated planning, link engineering and
equipment configuration

Value Proposition: Extensive benchmarking has shown that for compé&twork
configurations, the overall design improvementsiitaa network designs that are 25% - 30%
less expensive than those generated by previousoaetThis enables the sales force to be
much more competitive, putting tremendous pressareompetitors without any lowering of
product prices. New product training for salesfdtat been minimized, and field sales
personnel can immediately take advantage of navitgduced products and design rules to
address existing customer opportunities, via soBwipdates over the Intranet. Additionally,

it has enabled the vendor to avoid expanding thes sapport team to handle increased sales
opportunities, thereby providing significant ann@gEXx savings.

Conclusion: How to insure that the best solution is always psaal to every customer has
been a classic problem of sales organizations. &RiorkConfigurator is the first expert
system that has solved this problem for vendorsetivork equipment. In the hands of the
sales organization, it turns everyone in sales@uppto product experts with little or no
training. It selects the proper network topologylipment family and product configuration
to meet unique customer requirements based on grddsign rules, prices and network
constraints. It is 100% accurate down to the irdliai line card level. It can be programmed
to learn new design techniques from ongoing cortipetexperiences in the field. It enables
new product additions and design rules to be imptged instantaneously across the
worldwide sales organization. It pays for itseltibthrough OpEx savings and as quickly as
with one win of a major competitive customer RFQ
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Al1.5. LStelcom
MULTIlink

Introduction

MULTIlink is a proven microwave link-planning
tool from LS telcom AG, which provides the
network planner with state-of-the-art and easy-to
use functions during the entire design process.
MULTIlink is a complete solution for fast
microwave link engineering and designing of
PMP/WLL/LMDS networks. It can be used for
planning and optlmlzmg single I|nks (e.q. pathslps ‘;

doing network-wide analysis (e.g. interference
calculation, channel assignment).

Features and Highlights

* Powerful Database containing Sites, Links, RecsivBransmitters, Antennas,
Devices, ITU/ETSI Frequency Plans.

* Advanced Map Handling / Network Viewing

* Interactive Link Engineering Desktop Environment

» Technologies: FDMA and TDMA

» Passive / Reflector Back-to-Back Link Profile

» Clearance of Fresnel Zone

* Reflection Points Determination

* Excellent Profile Handling

e Link Analysis

* Free Space Loss, Atmospheric Absorption, Cleafa&mg, Obstruction Loss, Rain
Attenuation Calculation according to ITU-R Recomuhations

» Dispersive Fade Margin, Outage due to DispersideMargin

* Area-wide Field Strength Coverage Prediction

* Availability Calculations considering Rain and Mp#th based on worst month and
average annual Statistics

* Interference Analysis Calculation for both Long &ttbrt Term

* Microwave Link Reports Creation

Special Modules
* Point-to-Multipoint Links / LMDS
« Satellite-Earth-Station Coordination
e Short-wave Point-to-Point

Implemented ITU Recommendations and Reqgulations
e |TU-R P.530-9
e |TU-R P.452-10
* ITU-R P.676 Atmospheric absorption
e |TU-R P.837 Attenuation due to rain
e ITU-R P.526 Diffraction mechanism (knife edge)
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Satellite Earth-Station Berlin: (optionally)
* Ap S7 (Sat-ES)
* Ap 28 (Sat-ES)

Short Wave: (optionally)
* |ITU Rec. P.533
* |ITURec. P.372
* |ITU Rec. BS.705

Frequency Range

The MULTIlink software package includes propagatioadels used in the typical frequency
range from 700 MHz to 40 GHz. Optional modules ¢mg200 -700 MHz are also
available. In addition, a shortwave module is pded to cover the frequency range from 150
kHz to 30 MHz.

Database

MULTIlink is able to store all used databases (&egain maps, technical data) either locally
or on a network server. Based on Client/Servecsira several users can be linked to a
central database. Each user has a local workiradpdsé for planning purposes. Easy copy
and update processes are built in. Data integgigstablished using record locking
procedures.

Terrain Map Database

MULTIlink supports both raster and vector maps.cGkition results can be visualized as
vectors (such as field strength or interferencdaans) or as raster data (for example area
calculations). Raster or vector calculation rescdts be overlaid on background maps with an
adjustable transparency factor.

Technical and Subscriber Data
All data is kept in the LS-MULTIBASE database otiopally in an Oracle database. Data
can be entered either manually in spreadsheetsredr using the standard ASCII interfaces.
Customer tailored import solutions can be provideedquest.

Antennas / Devices

The database comprises important technical infaomglike: antennas, transmitter, receiver,
feeders, combiner or reflectors

Antenna pattern can be either imported or create
manually by entering the angular discrimination
values in a table. An antenna editor is provided fc SIS 5
modifying the antenna pattern. P ey :“:"“f '.-," ";'03%’
The horizontal and cross-polar radiation patteifns S :
the antenna are essential parameters for intedere| =
analyses.
NSMA-Format is supported. Besides, many other
kind of antenna formats are also supported becat
a generic ASCllI interface is used. Customer spec| - =~ "

input formats can also be implemented if request.| s rwomn e | wu | o | owe | e | o | _oss |
Print Pattemn oK Cancel
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Frequency Raster

The definition of frequencies or channels is basefrequency plans described in ETSI
Standards or ITU Recommendations.

“Manual frequency plans” are supported as wellsType of frequency raster allows the
definition of arbitrary frequencies.

Planning

Microwave Link Planning
Using MULTIlink a network planner is able to K —re s
design his microwave link directly in the e
interactive Link Planning Window. All :
necessary calculations, like Fresnel zone, patl
loss, power budget, link availability, diversity,
reflection points, etc, could be done in this
window.

The calculations incorporate the effects of

atmospheric absorption at higher frequencies

and the effects of different rain zones. — —

By a simple mouse click a microwave link e TR e ;
. . . Free Space Loss (dB) | 140.72 Free Space Loss (dB) ;| 141.10

report can be generated, containing all importi . o e nreieon

data of the new designed microwave link. Eloknsoget) 0% Eloknsoget) 970
Print Image|  Rieport Cancel

Interference Analysis

MULTIlink allows detailed interference analysisrafcrowave networks. Short and long-term
interference analysis is performed in accordandk thie ITU-R 452 propagation model,
using terrain and clutter data. The interferencadyesns can be performed to Point-to-Point
links and also to the PMP scenatrio.

A Interference Details B

Link under Test —  Link under test —  Affected link
Raster: 380014

Marme: Bottmingen 2 POPOOZ

Codename:  hiL#d hL#17

Coordinates:  TE35 005 f4TN31 304 FE3S 104 J47N32 387
Hop Lencth: = 214 km

Bearing: 10.4° 190.4°

Freguency:  38.325000 GHz 37 065000 GHz

EIRP: 59.700 dBm 59.700 dBm POPOOZ
Device: DRE 2x2-(34+2)i38000  DRS 2x2-(34+2)/35000 A
Artenna: PS0E-3871P-UHP PSOE-38/1P - UHP

Palarisation: W b

Link-Status:  planned

Affected Link Passive Deflection
Raster: 360014

Mame: Bottmingen 2 POPOOZ Site99

Codename:  ML#d ML#1E hL#13

Coordinates:  TE3500.5 r47M31 304 FE37 57.5/47MN34 091 TE40 35.1 F47N3019.9
Hop Length:  -= 730 km = m

PoPOOZ -

Bearing: 107.3% 155.1°

Frequency: 358.325000 GHz 37065000 GHz

EIRF: 58.700 dBm 59.700 dBm

Device: DRS 2x2-(34+2)/38000  DRS 2x2-(34+2)/35000

Add. CA value: 80.0 dBm 80.0 dBm

Antenna: PS06-38/1P-UHP  PS0B-38/1P-UHP  PS06-33/1P-UHPS ]
Polarisation: % N4 PS06-38 (1P - UHP Sitess

Link-Status: planned

FOPOO3 2 *Bottmingen 2 1 6.1 216.9° =321 -309 an 1208 1529 517 749 1204 an *

Bottmingen 21 fPOPO0Z2 2 [ 24 104 [.250 [-248 [on Je70 [ 720 | 76 [ 60 [3a7 [a06 |

MULTIlink generates a detailed interference repattich can be printed or saved.
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Channel Assignment

The channel assignment function is used to findblesiaequencies for a selected link in a
specific frequency raster. The Channel Assignmdgoithm performs an automatic
interference analysis for the whole frequency bamdl creates a list of recommended
channels (channels with minimum interference).dawh channel, a “quality measure” is
calculated.

Modules

Basic Calculations

Line-of-Sight (LOS) Check 3
For each site or point on a map, a LOS Check can be
executed.

The height of antenna above ground level is speztHis
parameters. Results are overlaid on a map.

Coverage Prediction

For coverage prediction several propagation modaies
available. The propagation parameters used by the
different modules (e.g. rain zone, k-factor, ettce
configurable. Coverage prediction results are gmsof
all further network investigations.

Long. OOSE131B757Lat:  48N48 30337 2730 dBm -
a ]

Point-to-Multipoint (PMP)

MULTIlink_PMP models a PMP /

WLL network in a hierarchical structure
using several network elements. The “Base
Station” consists of several sectors. To
each sector several subscribers (terminals)
can be linked. Each sector covers a defined
area (depending on the used antenna).
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Fast Base Station / Sector Optimization

/705 Oplimization I =lofxj

The PMP module in MULTIlink
includes a fast sector optimization
algorithm, which is based on free
space propagation and geometrical
assumptions. This function detects
possible interferer zones in a fast
manner and the user can eliminate the
interferer zones by rotating base
stations.

BaseStation Site2

BaseStation_Sit

BaseStation_Site3

Long: O0E14124E5Lat: 4BN4B33.387 266

PMP Network Processor
The PMP network processor allows performing dedai

networks. Typical network analysis results are:
Maximum Field Strength, Maximum Server, Best
Server, C/I, etc.

[Long: O10E001236¢ Lot 53N3331.7%6 60368

3D View

The digital terrain model even overlaid with
calculation results can be displayed three-
dimensionally.
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xG-Planner

Introduction

XG-Planner is a mobile network planning tool fro® telcom AG, which is applicable to 2G
(GSM, TETRA), 2.5G (GPRS, EDGE), and 3G (UMTS)slintended to cover the whole
range of mobile network planning aspects including:

early project studies

license application or offer phases

first rollout

detailed network phase planning including site ngenaent

network operation

network optimization

It is a state of the art product with advantagéstike to other existing tools on the market
through its main functions to:

Provide fast and high quality coverage planningésa propagation and refraction
algorithms, optional support for field strengthatahtions due to the Vienna agreement)
Hierarchical database (Network, Project, Projeatust and Cell level) to structure large
projects

Storing of all results in a result database, fittgr& context sensitive regaining of
information

Spreadsheet visualization of database contents

Graphical and/or tabular management of all netvedeknents

User role management to administrate user privilege

Configurable menu actions, access restrictiongt@aim user groups

produce optimum frequency plans

supply quality of service (QoS) predictions

xG-Planner provides the possibility to plan purecraand microcellular networks, as well
as multilayer networks consisting of a combinatdmicro-, macrocells, extended cells or
concentric cells.

Furthermore xG-Planner supports the planning dédiht mobile services like GSM900,
GSM1800, GSM1900 (PCS), DECT, TETRA and UMTS. Tikidue to the fact, that network
technologies as well as calculation algorithmsloamllocated on a per cell basis. The tool is
also open for keeping up with future system tecbgiels.

Basic xG-Planner Module

Graphical User Interface (GUI)

The development of xG-Planner was focused on a mpdegonomic, user-friendly software
handling, which allows for convenient and comfoktaliser operation.

Some of XxG-Planner GUI features are:

main windows with the complete tree of featuresriMbars, toolbar buttons)
context-sensitive menus & tool tips

overview cartographic window with fast navigatioospibility

Simultaneous multiple map windows for differentwse

user configurable tool bar with icons providingtfascess to functions which are often
needed by the user; key shortcuts for fast acoes®tmenu items; ergonomic arrangement of
features similar to the general Windows standard.
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Context sensitive mouse menus on objects displaggtie map window, direct editing of
items in the plot or getting quick information ogr@ain pixels; status line with actual
information and cursor readouts.

definition of user individual layouts (table laysut

Restoring of all user settings, reopening of lgsrowindows

All cartographic windows use coupled cursor readout

OB © § EEE @ Q@

Fig. 1.6.1: Topographical map with sites and
streets displayed. A small legend and overview
window are also displayed

Fig. 1.6.2: Multiple cartographic views
showing different types of information

: Lt

Fig. 1.6.3: Measurements in 2D plot
representation
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Database Model

A suitable radio network planning tool has to hamalhuge amount of input and output data.
Hence, the database structure is very important.
XG-Planner stores all the planning data in a frélational database system.

" A Multiband
Project User Administration Planning

Management

, Configuration _
Parameter Management 4
Hierarchy

/ . o

N Frequenc
Flexible System Man%gmex C Result

Technologies — / Management

Fig. 1.6.4: Database Model

Going more into detail, this means that the powenfiiimised relational database structure
provides:

highest data integrity and consistency

hierarchical data organization

flexibility through:

user profile assignment

user role (user mode) assignment

customizable and transparent views on all datalwisicelated directly to the planning
Further comforts are:

editing the database items using the following roésh

editing via forms directly from the displayed oligec

editing via report windows (e.g. in tables) usirgverful spreadsheet functions

automatic update of information in databases dunteyactive changes in plot and vice versa
log book functionality

B NetworkworkDB: Site/S ector Editor
EEEEE @] e

Network WorkDB:Site

Sitename Geo Cooidl | Geo CoodY | SitelD | Last Change on Created on Cant ]+
Highway?2 4576352 808 SS/05/14 1630 |99/05/14 16,30 | 34984850
Highway3 4675257 Display: Geo. Coord |14 1530 G304 1630 | 35017465
Highwayd 46716843 DZ:?‘ :i:;;m’dy [1e1630 O34 1RA0 | E027454
Highway’ 4553822 e a0 [oo05/12 1600 |5060301
Highwayb 4553154 812 SS/05/14 1631 |99/05/14 16551 | 35098669
Highway? 467385 613 SS/0E/14 1631 |99/05/14 1631 | 35135306
HighwayB 4558004 514 SE/0E/4 161 |99/05/14 163 |351746a1
g Highway3 [EEGEE 815 SNG4 163 |99A05/14 1631 |3214128:
5 Highway1D 4585831 816 EEEEER S EXE S =
s 2

Network WorkDB:Sector
BTS

Fig. 1.6.5: Site/sector spreadsheet

Rows:30_Selected: 0 Show All \
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Coverage Prediction Module

The computations within this module are based erc#éil design and source databases
(topography, morpho structure, traffic) and yidie field strength prediction and its
derivations on a cell and network basis. Furtheentlifferent cell shape calculations are
performed.

In particular the following tasks can be performed:

site calculations like LOS calculation point to mioéind on an area

cell power calculation (downlink)
median power calculation for cells and :
repeaters (choice among several propagatio

model, LS model, enhanced Okumura Hata
Walfish lkegami, etc)

signal delay difference and signal level
difference (for repeaters)

coverage probability calculated from the
power result

network-wide power calculations

cell shape calculations

Fig. 1.6.6: Networkwide power overlaid on backgrdumorpho map

Microcell Module

xG-Planner provides the full amount of featuresassary to plan microcellular networks.
The ray tracing model searches for different pragpiag paths and sums up the contribution
of different rays for each receiver pixel. Refleas on floors, walls, roofs as well as
diffraction on horizontal / vertical edges are caitgal. The number of reflections and
diffractions taken into account can be selectedviddally by the network planner beside a
wide variety of options which are available withive 3D ray tracing model.

i testMiciolt1 #11_1776.fst [_TO[x]

Legend {dBm)

= -60.0
-66.0

-77.0
-82.0

-86.0
[ |

Fig. 1.6.7: Field Strength Prediction for
Microcells

|long: 009E10 50.789 - lat: 48N46 45.829 |Value: -48.5 dBm 88.0 dBuV
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Ray Launching

In contrary to the ray tracing algorithm which sdeas for different propagation paths (ray
classes) receiver-pixel-wise, the ray launching@gagh considers the rays sent by the
transmitter with a fixed angle increment and fokotlwem until a defined termination criteria
is fulfilled (e.g. maximum number of reflection§urthermore, during ray launching only
reflected rays are considered, whose contribubdhe field strength are summed up
receiver-pixel-wise.

Field Strength Prediction with COST-231 Walfish Ikegami Model

Besides the above mentioned deterministic modtstaempirical model is provided: the
COST231 Walfish Ikegami Model. Basically this modah be utilised in combination with
the 3D Ray Tracing Mode for speeding up calculaion

This model can be calibrated by measurements.

Indoor Prediction

Indoor prediction can be applied in combinationhwifte fully deterministic ray tracing model
as well as with the COST 231 Walfish Ikegami mottedan be performed during standard
prediction or separately during post processing

The prediction model can be calibrated by addingféset to the predicted field strength, by
modification of the diffraction model parametersidny setting the breakpoint.

Frequency Planning Module

The automatic frequency assignment is based orchifwenel requirement for each BTS, the
matrix of mutual interference probabilities for cbannel or adjacent channel, the total
number of frequencies in the allocated bandwidththe given constraints for frequency
planning.

Types of calculations performed during frequen@nping:

traffic calculation: calculation of required frequey channels out of the traffic density
database, the assignment probability of the requitenber of traffic and signaling channels
setup of channel separation matrix as a preparatepyfor the automatic frequency
assignment

automatic frequency assignment: choice betweendBpxithm (I and Il) and Simulated
Annealing as frequency allocation algorithms; assignt of actual channel numbers
considering the structure of the available freqydyand

optionally available: usage of frequency groups medguency hopping algorithm
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Fig. 1.6.8: Frequency Planning
Furthermore various additional frequency constsagatin be considered for frequency
planning:
comfortable individual cell definition of constrasnfor the automatic frequency assignment
via graphical Interface: fixed frequencies; co-siéparation, co-cell separation, free definable
frequency bands; allowed, not allowed frequenaeg. @t country borders, at borders of
neighboring networks etc.)
The GUI offers different options for:
manual editing of the channel separation matrix
manual assignment of frequencies with the helphahterference ranking list (best possible
choice of available channels)
fixing previously assigned frequencies againstdeial tempering
statistical evaluation of frequency distributiordaruse

QoS Prediction Module

Aim is to provide a quality of service predictiohtbe network design based on interference
coverage holes and BER according to the frequelaey fis evaluation checks system
performance and defines optimization possibilities.

The analysis includes the following types of cahtians:

the traffic capacity analysis

powerful cell performance calculations:

final cumulative interference calculation basedlmactual frequency assignment; output of
results are C/I values in dB and probabilities %

quality of service prediction achieved by an outegleulation considering the combined
effects of interference and coverage holes, oplipmgeighted by traffic density;

output of results as probabilities (BER and FERwalions in preparation)

network-wide performance calculations: final inégihce and outage calculations
averaging of interference and outage probabilitgraerving cell area or over network

BSS Parameter Module
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The module is responsible for creation of systepeddent BSS parameters, whistihe first
step towards implementing the real network. The B&&meter files are loaded in the OMC-
R via a corresponding interface. This interface tedparameters that are passed to it are
strongly dependent on the operator’s hardware.

Types of calculations in the BSS parameter germratiodule:

location areas (LAC) allocation and Cl allocation

calculation of neighborhood relationships/neightit lists

geometric

best server based

interference based

link planning parameters (traffic, number of chdanknk distance,...)

Measurement Evaluation Module

Major purpose of the measurement evaluation iviealization of the real network behavior
and the comparison (calibration) with network plagrrequirements / prediction. The
visualization of measurements is done by mappiemttogether with cartographic
background information and statistical analysis.

Analogue and digital measurements can be impontedthe measurement database and
evaluated.

The following tasks to be performed at differemstgss of radio network:

propagation model calibration: adaptation of paranseused in the field strength prediction
model to the real conditions in the planning enwment; comparison of measured and
predicted field strength under variation of thegmaeter(s) of the OH model to be calibrated
site verification: verification of possible transger sites regarding the fulfilment of
propagation requirements

installation error detection: detailed analysisgavblem detection after installation of the
network (e.g. missing HO-relationships, ping-ponQ-ekc.)

acceptance test: analysis of the huge amount oditees in the service area of the network

GPRS Module

XG-Planner optionally also supports 2.5G functigpdike GPRS. For simplicity it is
included in the tool’s central network processoadsird function collection:
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The GPRS part of the processor thus collects thRS3IFased. Currently, the following
algorithms are already included:

Calculation of GPRS coding scheme areas CS1..G4 ¢hse, based on field strength level)
Throughput of data in kbps/s per cell

Coding scheme areas network wide

Throughput network wide

Real CS and throughput calculations based on ertnte situation

UMTS Module

XG-Planner addresses the UMTS planning part wiferdint modules, which are intended to
serve the planner for his different needs durirggptoject phases. These represent different
levels of detail:

A propagation based planning module for initial-pldnning estimations

A Monte Carlo based planning module for regulamek roll-out

Optionally, there is also a third module availalméended for academic hotspot evaluation
purposes:

A UMTS Real Time simulator for chip-level analysisdeterministic single UMTS users.

Monte-Carlo Simulation

In the following we focus on Monte Carlo (MC) simatibn and its corresponding approach to
plan UMTS networks as Monte Carlo simulation isstendard method for UMTS network
planning. For UMTS, downlink and uplink must be lgnad, but as the mobiles are (by their
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very definition) not static in position, it requer@a simulation (instead of a calculation as was
in GSM).

The following screenshots give an overview of tbgult types that are calculated in the
framework of xG-Planner’ Monte Carlo Simulation.€Ttirst figure shows the available cell
related results the second figure reflects the Seevice” results (that is, one plot for each
defined service per MC simulation) that are calimddor each service.

Monte Carlo Simulation x|

Results Wanted [General) | Fesults Wanted [Fer Service] I

v Cell T Power ¥ Mumber Connected Per Cell ¥ Refused Cell Power

Iv Cell Noize Rise [ Mumber Stolen I Refuzed Cell Code

[T OWSF Utilization v Cell UL BPS [~ Refuzed Attempt Count

I Server Pilot Fraction ¥ Cell DL BPS I UL Fraction Covered

¥ Refused Ma Filat v Refused UL T Pawer ™ DL Fraction Covered

[ Mumber Offered Per Cell W Refused DL T Power v Area Covered by Filat
Selectéll | Deselectal |

¥ Show Results Ok I Cancel |

Cell related (general) results of the Monte Carlow@ation

Monte Carlo Simulation x|

Fiesults “Wanted [General] Fesults Wanted [Fer Service] I

v UL Ti Power [¥ Muriber Connected Per Cell W Refused DL T Power
v DL T Power v Mumber Connected Per Pixel [ Refused Cell Pawer

[+ UL Area Covered [¥ Muriber Stalen [+ FRefused Cel Code

v DL Area Covered v Cell UL BFS v Refused Abtempt Count
[ Mumber Offered Per Cell | Cell DL BFS v L Fraction Covered
V¥ Mumber Offered Per Pixel W Refused UL T Power ¥ DL Fraction Covered

¥ Refused Ma Filat

Selectal | Deselect Al |

v Shaw Pesults 0k | Cancel |

Service related results of the Monte Carlo Simatati

Scrambling Code Planning

xG-Planner’s Scrambling Code Planning Engine ipaasible for the allocation of cell-
specific downlink scrambling codes within a UMTS5@P WCDMA variety) compliant
terrestrial network. The Scrambling Code Planningike is capable of handling an arbitrary
number of ranges of allowed codes. These codessargned in a manner such that there is
minimal interference between cells with the samiarabling code.
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CATCHit - Terrain Database Management Tool

Network planning, especially performed with RNPI$poequires the collection and
management of numerous data. RNP planning tooksrgéy don’t offer more than the

standard terrain database functionality like:
Open data layers

Create simple polygons

Change color, size and, line type of vector layers
Overlay vector and raster maps

These basic functionalities are not sufficientubilf the requirements for efficient

management of terrain databases for RNP purposes.
CATCHIit, the digital terrain database managemeuit to
of LS telcom, is the perfect assistant for all taskming
up around digital terrain databases. Generally the
functions of CATCHIit can be divided into 3 main
categories.

Generation of digital terrain data information
Conversion of existing digital terrain data inforima
Maintenance of existing digital terrain data infation

Digital Terrain Data Generation

CATCHIt

Versian 3.5.0

LS /telcom

Copynight © 1996 - 2004
LS telcom AG

CATCHIit is offering the following functionalitief the creation of new terrain information.

Geo-referencing of scanned paper maps

Paper maps often show a coordinate system grichéasuring distances and positions. After
scanning these paper maps, this information is wsliple for the user but not accessible for
the GIS application. In order to combine the scdmmep with the correct coordinate system
usable in GIS applications, the map has to be giyanced. At places where the real world
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coordinates are known, reference
points have to be placed. These
reference points combine the
visual scanned map with real
world coordinates. Eight to

twelve reference points have to be
placed all over the map.

Figure 1.6.9: Placing a reference point and spegfgoordinate system and coordinates
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CATCHIit allows using different coordinate systeraséach reference point. This is very
useful for the geo-referencing of city maps, whilkchnot have a regular coordinate system
grid included. The reference points can be takemfGPS receivers, where the coordinates
are given in Longitude — Latitude (WGS84). Additdpoints can be written out of 1:20,000
or 1:50,000 scale paper maps, which usually usetdatoordinate system like UTM and a
local Datum. CATCHIit will automatically transfornil éhe reference points into the
coordinate system that will be used as coordingtem for the scanned map.

Vector tools

Vectors plus attributes are an important way toesggographic information. Most of the time
the vector information is taken out of scanned papegps. The extraction process is called
digitization.

CATCHIit serves the following digitization tools faector creation and handling:

Creation of points, lines, poly-lines and closetygons, with or without attributes

Move point or line

Add new points / remove point

Continue the digitization at the end of an exis{ady-line

Break a poly-line or polygon into two parts

Combine two poly-lines to one seamless poly-line

Open / Closed poly-/ polygon conversion

Change of attribute

Change of line color, width and style

Import of and export to standard vector file format

Automatic vector to raster conversion

Terrain Data information can be stored in vectoinaaster (grid) format. Most RNP
applications are grid based tools, because ofasterf access to the geographic information at
a certain point. Therefore it is often importanttmvert vector information into raster data.
CATCHit serves an automatic process for the velctoaster conversion.

Interpolation of DTM'’s using a ray tracing algorith m

A Digital Terrain Model (DTM) in raster format sts the height above sea level as
information. It is the most important terrain ditger for RNP analysis. Still 90% of the
DTM'’s are created out of paper maps, using digitigentour lines and elevation points as
source. These contour lines and elevation poitstared in vector format. The height
between the contours has to be filled using intatpm methods. CATCHit is using a ray-
tracing algorithm for the interpolation of DTM’dslspecial source data access ensures the
creation of a seamless DTM without needing much RANenN if the target area covers
several map sheets.

Demographic Data Processor

Demographic data, like total population, populativided by male/female, or number of
income is very useful in RNP’s daily work. Suchdiof data is typically available on the
market in vector format. The demographic informai® always related to some areas like
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Zip- code or district area. These areas cover migttwuilt up areas but also contain forest,

open land or water. If the demographic informatiere equally distributed over the entire
Zip code or district area, the digital model wosilshulate that people are living in the forest,
lake or on agricultural land. This simulation doesepresent the real situation.

Morpho Population Population
Raster Layer Vector Layer Raster Layer
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Figure 1.6.10: Weighted distribution of demographformation in populated clutter areas

CATCHIit offers a special processor for the disttiba of the demographic information that
comes closer to the reality. The processor uségt@icmap for the detection the populated
areas. The demographic information will be distialionly in these areas. Additional
weighting coefficients for each clutter class allthe creation of different scenarios, like
daytime and nighttime.

Terrain Data Conversion

The “standard file format” did not exist, there asveral important file formats on the
market. Therefore it is important to be able tadréas “standard” file formats and convert
them into the file format, which can be used byn@WNP applications.

Import / Export

CATCHIit supports several “standard” file formats ¥@ctor and for raster data.
Some supported vector formats are:

e LS telcom ASCII

e LS telcom Binary

* Maplinfo TAB

* Maplinfo MIF

* Planet
Some supported raster formats are:

* ESRIASCII Grid
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» ESRIASCII XYZ

« ESRIBIL
e LS telcom Binary Grid
* Planet

* TIF plus TFW or TAB file for coordinate system imfoation

Coordinate System Transformation

Besides the file format conversion, terrain datarmhas to be transformed to a specific
coordinate system. Most countries have their owordioate system, which is limited by the
area of this specific country, International opegatata suppliers usually use global
coordinate systems for the terrain data like UTMgeographical projection based on the
WGS84 Datum (Mathematical model of the earth).

Plane Projection Cone Projection Cylinder Projection
Figure 1.6.11: The main projection categories

A coordinate system transformation is needed ieotal store all terrain data layer in one and
the same coordinate system. The recent versio®OEit supports over 600 different local
and global coordinate systems and mare than 36&elit Datums.

Terrain Puzzler

The file format conversion and coordinate systeangformation of huge terrain databases is
very time consuming, if one process is done afterather. Therefore CATCHit offers the
powerful module “TerrainPuzzler”, which is ablegerform both processes in one step. Four
items are characterizing the main tasks of theal@Puzzler
1. File format conversion
2. Coordinate system transformation
3. Merging of different terrain data files and source
4. Change of resolution
These four tasks can be carried out in one stequedwial read and write allows to handle
files that are even bigger than 1 GB. Recentlyt8rpolation methods are supported which
are used to determine the new value for each pidtle resulting map layer. The supported
interpolation methods are:
* Next neighbour
e Bi-linear
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¢ Cubic convolution

Change Value

Each RNP tool and every data supplier has its dutitec data classification. The numbers of
classes available, the categorization of the ctass®l the corresponding class numbers,
which are used to store the clutter informatioe, @ser specific. Therefore new clutter layers
always need an adoption of the clutter. This retfi@ation can be carried out with CATCHit
with the “Change value” tool.
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Figure 1.6.12: Change Value — Reclassificationlaiter data according to RNP tool
specification

This tool allows searching for every appearing gahlithin a selected area. The found values
are listed in a table. Each value can now be clthtgganother one. This way a
correspondence list can be created and storedtfaruse. The correspondence list can be
created in another tool like Excel as well and &zhttom a simple text file. Pressing the
calculate button will start the change of the valfgr all pixel within the selected area
according to the correspondence list.

Terrain Data Analysis and Maintenance

Every terrain database needs to be maintained.|&apuis growing. Industrial areas and
cities are changing their faces continuously. Sith@eaccuracy of analyses and simulations
depends very hard on the topicality of the app$iedrce, it is of utmost importance keeping
the sources up-to-date. On the other hand somesemght be detected in the recent terrain
data layer, which need to be corrected. Therefd@CHit has implemented tools for terrain
data analysis and maintenance.
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Data analysis

For the analysis of a terrain data layer the “M#giStics” function of CATCHit can be used.
It calculates for a selected area the followingapaeters:

Minimum value, Maximum value, Sum, Mean value, 8tad deviation, Variance

The selected area to be analyzed can be limiteddmtygonal selection; a 2D-plot shows the
value distribution in a graphical way and can loeest in a text file for further analysis in
other tools like Excel, etc.

T w=w Updates of terrain data layer
[ Fle Edt ¥iew Opton Map Matrices Vectors Convert Window Help =[x always need a quality Check.

Therefore the new version of
the layer has to be compared
with the old one. CATCHIit
offers the geo-correct copy
and paste tool with
mathematical overlay
function. The sum or the
differences of both data layer
can be calculated and colored
displayed. This allows a
graphical detection of the
changes and developments of
. , the new data layer in a

R ~. graphical manner

Figure 1.6.13: Map Statistics for polygonal sel@ttarea in population layer
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Data Maintenance

Errors in the terrain database are most of the tliffieult to detect but could have great
impact on the RNP results. Therefore a tool is addtat allows checking the data of a
certain suspected area pixel by pixel. CATCHit iffa “Window as Table” tool. The pixel
values are written in a table view of a 10 x 10epixig area. The coordinates area displayed
besides the table elements and can be changeg twardinate system that is valid for this

area.

=1oix|
£
Mater
=lolx|
B D200To: Window As Table .., x|
417 162.81417363.0/3417663.0[417763.13417963.2[1418163.31416363.1 )14 18563.414 1676364 16963.6] ~
F35a101a[s7 o 314 306 337 339 344 @52 388 319 H T 1
igure 1.6.14: “Window as
5353701.2|277 376 375 374 373 372 377 386 397 404
A3 336 (341 346 (351 380 373 387 407 413 "\ H
able” view of the terrain data
289 282 204 313 338 387 406 422 432 C =
245 263 275 280 312 385 407 427 434 - .
s Mo omomoEo&momon @k with coupled selection area
Zls0e  m2s (348 (359 365 34 400 401 411 @8t
00.8[276 230 307 334 389 400 400 400 380 361 A
|
] B ;Dﬂ
For Help, press F1 | 7




79

The table area is directly coupled with the magfayhe values can be changed within the
table. Changes will automatically be updated withim map window.
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SPECTRAemc

SPECTRAemc is a comprehensive and easy to usdizaian and calculation tool
providing additional interface to different conteongry database systems. It enables the
user to perform EMC calculations and general nétyptainning tasks in conjunction with
a powerful wave propagation calculation library ifwra and inter radio service
applications.

Features and Highlights

SPECTRAemc includes the following main functions:

. Selection of licensed transmitters/receivers frocesiral database

. Visualization of the selected transmitters/receivam a map

. Access to the properties of the selected transmsiitezeivers

. Various calculations based on the on board wavpggation library
. WAVE PROPAGATION LIBRARY: including specially tunedave

propagation models -
[ Fle View SPECTRADB Caiculations Displsy TestObjects Moritoring Orders Monitoring Devices Documents Reports Tools Window Help el

for the completeradio, .. - oo i 0 e
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300 GHz) _
s

" Fleld EIIEF.E
strength calculation at s _ :
a single point or in an 2= &Y el v e
area 7 o ¥4 ye;}ﬁ% =

. Calculation % b ‘\‘é ,
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contours, safety zone 74 ";?,;,, K appal

and near field

£F DTM Layers
[0z DTM 50m Deutschla

\ Poe ) |
Otte ﬂferl{ " S eon
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= Interference
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. Inter- ;iwmﬂ 2 TS| o [Babee] Ea] Hoaeg]
modulation analysis
. Reports on calculation results and selectionsabfrieeal data based on
powerful Crystal Reports templates
. 3D view of DTM maps including transparent overlayiwother types of map

layers



81

Implemented ITU-Recommendations

ITU-R SM.1370 SMS

ITU-R P.1546 Terrestrial services

ITU-R P.530 Planning of microwave links

ITU-R P.533 HF propagation

ITU-R P.452 Microwave interference

ITU-R P.676 Atmospheric absorption

ITU-R P.837 Attenuation due to rain

ITU-R P.526 Diffraction mechanism (knife edge)

Terrain Map Database

SPECTRAemc supports both raster and vector mapsul@aon results can be visualized as
vectors (such as field strength or interferenceams) or as raster data (for example area
calculations). Raster or vector calculation rescdts be overlaid on background maps with an
adjustable transparency factor. Several third pawyp formats are supported.

Coverage Prediction

For coverage prediction a jqp.;}""*‘"aﬁr.“ B b
variety of propagation %ﬁ' i == |
modules for the frequency N T
range VLF to EHF are r e =
available. The propagation W we |4
parameters used by the k ¥ |

different modules (e.g. rain
zone, k- factor, etc.) are
user configurable. This
includes standard ITU
recommendations as well a
modules used in GSM,
DCS and UMTS services
(e.g. Okumura Hata)
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Interference analysis

Based on ITU-R SM.1370 interference analysis aedguency assignment within existing
networks is done in threesteps.

* Receiver
desensitization e e P
analysis . FREQ L UUATY, | WIEATERER CANER | POVER | FUSTON 5 g
| | Transmltter nOISe » E.:WWNII:: ':“Im“l n M'H:hm.;\l,l I:u'.;ﬂlll'h e .'-:':i:l.i
analysis 557 o oetin 4 bt 61 G881 | G A L
| STAN0E0HH2 100050000 i} bt than 150 ERTI BV, EETT 41
* Frequency - e vl s v s MU
interference (co- B s w000 0 metminy gmenweron B M
channel, interstitial R e et it 16 Somag | 006 1054 —
! B S HL 1O it Feben b 1611 FAR i THFE 7 21 55 d E

and adjacent
channel or distant 100
channel) analyses i
An extensive report on the 1
results is issued for these =
cases. L
In addition to these results,
area based interference
evaluation can be
calculated, using a typical receive
with user configurable parametersg
It enables the user to perform field
strength based analysis as:
= C/l evaluation
= Maximum server analysis
= Composite coverage
analysis
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3D-View

SPECTRAemc offers for
a visual evaluation the
possibility to display area
results on top of terrain
data as a 3D-view.
Transmitter, receivers anc
links are displayed also.
Using this feature the use
can immediately detect
areas of interest for a
further detailed analysis.
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Annex 2 — Case Studies

A selection of most frequent case studies (ie: étvextension, transmission,
signalling, migration to NGN, mobile, etc.) is prded in order to illustrate the application
process.

List of case studies:



A2.1. Forecasting of services

On the national transit level of a network the vo&uof services used by the network
customers, which transit over the national netwimlpresented with the national traffic

matrix.

For the consolidation of the semi-meshed natiaaasit (LD) circuit switched network,
shown in Case Study A2.2, such traffic matrix isstoucted and forecasted, using as tool

EXCEL.
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To construct the traffic matrix data from differawurces are used:

» Subscriber traffic per category of populated plges,customer class and per network

level

* Measurements of the traffic load on the interexgeatnunks and of the traffic interest

between different network areas
» Evaluation of the monthly traffic variations withime year

Initial data are the national traffic matrix of theumbent network operator, extended with

the traffic from/to the mobile operators.

Traffic data are formed as 3439 EXCEL table with total traffic of 9120.59 Erkar(see

extract in Table A2.1.1).
TRD_B

TRD_A Sliven Smol Sofia SPRINT St.Zag  STTS Targ Vama VAS V.Tar Vidin Vraca Yambol Grand Total
Blagoevg 0,46 049 1,99 0,63 1,09 45,73 0,07 255 160 15044 048 0,35 200.83
Burgas 11,43 0,71 0,98 5,84 73,04 0,29 1994 440 2,04120,0,30 10,06 391.78
Dobrich 024 0,14 111 0,17 0,45 238 0,19 3057 209 08307 0,76 0,26 149.99
Dupnica 0,02 0,08 0,32 0,35 0,03 1351 004 0,11 0,79 0,067 0,10 0,05 63.51
Gabrovo 0,44 0,13 041 2,99 2367 035 340 224 116371311 0,15 133.88
GLOBUL 2,47 184 3,95 5,50 32,34 1,00 7,70 2,74 187812,43 133.44
Haskovo 0,96 2,552 1,39 0,18 7,38 2488 0,02 2,76 260 16349 059 0,90 180.84
International 10,98 2,88 8,20 16,48 109,58 3,77 25,82 898 7,854 653 675.16
Lovech 0,07 0,09 2,03 0,86 1,46 30,76 0,20 1,76 241 56304 1,70 0,15 137.28
MOBICOM 1,99 191 227 5,25 1768 0,75 469 001 194 06832 190 90.45
MOBILTEL 6,98 6,69 12,51 12,30 165,30 4,25 28,27 0,07 14,3191 10,02 514 602.32
Montana 0,12 1,24 0,05 0,52 3361 006 199 156 1,01 3,480 054 113.47
Pazardjik 0,89 1,75 3,39 0,24 2,26 3270 0,10 169 320 04039 0,18 0,06 188.49
Pernik 0,16 0,14 3,28 0,10 0,58 40,67 0,281,49 1,09 0,74 035046 0,10 110.99
Pleven 0,33 0,07 1,75 055 1,38 4597 0,704,87 3,82 14,20 1,90 6,26 0,14 220.72
Sliven 0,29 0,32 0,82 991 16,10 043329 2,14 299 0,33 0,29 7,68 134.14
Smolyan 0,13 0,17 1,02 12,21 0,301,55 0,75 0,24 0,25 0,34 0,10 69.11
Sofia 0,99 0,29 0,27 0,78 117,950,01 2,20 2,73 1,53 0,11 2,33 0,15 247.64
Stara Zagora 11,52 0,71 0,51 39,87 0,24 450 254 325 0,12 0,60 6,77 243.42
STTS 19,18 15,53121,92 5,66 26,34 10,84 68,38 24,19 35,65 18,0637,65 10,83 2423.18
Targovishte 0,39 0,26 0,42 9,01 8,09 1,15 3,20 0,05 0,08 0,56 81.40
Vraca 0,63 0,22 397 058 1,19 44,00 0,113,28 3,53 2,74 5,59 0,03 178.19
Yambol 3,35 0,06 2,29 12,12 0,74 0,65 0,06 59.15
Grand Total 86,52 55,5€ 183,8 11,81 155,111349,2¢ 41,74 296,0¢ 85,22 150,2% 55,47 94,51 64,47 9120.59

Table A2.1.1 Extract from the measured nationaffic
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Corresponding matrix of traffic interest betweeriwwgk areas with 0 to 1 coefficients is
calculated.

The data are rearranged asx2Z7 EXCEL table to reflect the national networlusture.

Also, in this table the total traffic per directiencalculated (see extract in Table A2.1.2).

[T_SfA |T SfBl Blag |BurgaJDobrich|Haskovo|Kardjali |Pazar|ShumerlYambol GSM SA|GSM SBlInternat. Total_Nat|[GSM||Grand Total

TRD_A

T_SfA 0.00 0.23 0.07 0.06 0.01 0.02 0.01 0.04 0.01 0.0ff o0.50 0.50 0.11 0.47 0.4 1124.52
T_SfB 0.23 0.00 0.07 0.06 0.01 0.02 0.01 0.04 0.01 0.0} o0.50 0.50 0.11 0.47 0.4 1124.52
Blagoevg 0.35 0.35 0.00 0.02 0.02 0.02 0.00 0.02 0.01 0.0 0.50 0.50 0.11 0.44 0.4 266.48
Burgas 0.22 0.22 0.01 0.00 0.02 0.02 0.00 0.02 0.03 0.04 0.00 0.00 0.05 0.54 0.4 308.04
Smolyan 0.18 0.18 0.03 0.02 0.00 0.02 0.02 0.04 0.01 0.0 0.00 0.50 0.04 0.57 0.3 59.56
St.Zagora 0.17 0.17 0.02 0.06 0.01 0.10 0.03 0.01 0.01 0.04 0.00 0.00 0.05 0.55 0.4 271.61
Varna 0.18 0.18 0.01 0.07 0.13 0.01 0.01 0.01 0.09 0.04 o0.00 0.00 0.06 0.55 0.3] 425.24
V.Tarnovo 0.20 0.20 0.01 0.03 0.01 0.02 0.00 0.01 0.04 0.0} 0.00 0.00 0.06 0.53 0.4 366.18
Vraca 0.33 033 0.02 0.02 0.01 0.01 0.00 0.02 0.01 0.0 0.50 0.50 0.06 0.53 0.4 298.57
'Yambol 0.20 0.20 0.00 0.17 0.00 0.02 0.00 0.01 0.00 0.0 0.00 0.00 0.03 0.65 0.3 46.68
GSM_SA 0.34 0.34 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.30 0.70 0.q] 244.47
GSM_SB 0.26 0.26 0.07 0.00 0.00 0.04 0.02 0.04 0.00 0.0 0.00 0.00 0.25 0.75 0.q] 302.51
GSM_VT 0.00 0.00 0.00 0.00 0.14 0.00 0.00 0.00 0.13 0.0 0.00 0.00 0.00 1.00 0. 49.21
GSM_PD 0.00 0.00 0.00 0.00 0.00 0.16 0.07 0.16 0.00 0.0 0.00 0.00 0.00 1.00 0. 58.04
GSM_VN 0.00 0.00 0.00 0.14 0.06 0.00 0.00 0.00 0.06 0.04 0.00 0.00 0.00 1.00 0.Q] 110.56
GSM_SZ 0.00 0.00 0.00 0.26 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.00 1.00 0.4 61.34
International | 0.15 0.15 0.05 0.04 0.02 0.02 0.02_0.03 0.02  0.09 0.50 0.5(|_0.00 0.57 0.4 675.67
Grand Total |766.5¢ 766.5¢161.2. 181.9¢ 90.4f 106.4( 52.0:114.6. 85.01 644 814.9¢ 1024.8{| 671.2 7828.07

Table A2.1.2 Extract from the traffic interest mat

The total traffic in this EXCEL table is 7 828.07lahg, as far as all internal for the 27 areas
traffic is excluded .

Forecasted traffic matrix is based on the measanedrearranged traffic matrix, multiplied
with a coefficient,

K=K1x K2x K3x K4 =1,34

Where,

K1 compensates the traffic measuring method precisikf = 1,05
K2 is yearly traffic variations (e.g. January compareduly) :K2 = 1,10
K3 reflects the subscriber foreca&3 = 1,05

K4 is forecast for the transit traffic growth, basedimproved economic situation and
lowered tariffs K4 = 1,10
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E3 Microsoft Excel - Tab_3.3

]@:] File Edit Wiew Insert Format Tools Data Window Help
DEEs SRy s = & 43|l d 0w ~O |
| arial vy10 v BZzU S=E=EF %, B3 EE_--A,
C9 ~| =| =1.34"MATICY
Mm | N | o | P | @ | R | s T

= 9.35 13.52 10.60 2544 47.29 48.30 61.83 7.36
3 935 1352 1060 25 44 47 29 4830 £61.83 7.36
= 0.95 0.65 0.86 1.93 4.84 453 4.08 052
4 5.01 15.31 0.95 953 2671 544 1.92 13.48
S50 316 0.32 0.19 0.78 40.96 232 1.44 0.35
i 0.26 1.29 3.38 11.88 3.70 3.03 1.68 1.20
B 0.18 044 247 233 0.61 1.2 053 0.99
g 0.40 119 235 392 227 143 1.51 0.08
) 0.27 0.22 0.19 1.01 2.00 1.61 145 0.14
1_0 1.71 0.54 022 530 8.89 3971 16.24 0.38
S 4 62 3.39 18.73 2584 18.46 14 .49 8.65 532
12 7.83 3.96 0.69 432 33.84 32.15 2.89 1.64
= 0.00 0.90 0.14 212 24 .49 9.13 1.54 0.80
| 14 1.50 0.00 0.39 14 .97 4.41 535 1.20 10.29
L5 043 017 0.00 152 2.08 0.98 0.91 014
15 1.06 17.97 1.31 0.00 5.76 11.13 1.94 9.53

The total forecasted traffic is 10 489.6 Erlangg(extract in Table A2.1.4).

“Table A2.1.3 EXCEL view of forecasted traffic matalculation

Forecasted traffic matrix

TRD T_SfA T_SfB Blagoev Burgas Dobrich Haskovo Kardj Pazard Pernik PlevenPlovdiv Ruse Shumen Sliven Smolyan
T_SfA 0,00 160,72 51,05 40,11 10,26 16,28 4,95 2543 2525 44,62 71,67 34,92 9,35 13,52 10,60
T _SfB 160,72 0,00 51,05 40,11 10,26 16,28 4,95 2543 2525 44,62 71,67 34,92 9,35 13,52 10,60
Blagoevg 54,43 54,43 0,00 2,39 2,68 2,39 0,22 264 545 3,95 8,10 0,86 0,95 0,65 0,89
Burgas 49,60 49,60 1,85 0,00 3,66 4,80 0,72 510 0,24 290 15,77 8,52 6,01 15,31 0,95
Dobrich 16,72 16,72 056 2,26 0,00 047 011 037 014 1,88 1,54 8,63 3,16 0,32 0,19
Haskovo 17,60 17,60 1,74 3,26 3,39 0,00 13,29 2,83 056 1,42 21,69 1,97 0,26 1,29 3,38
Kardjali 6,99 6,99 0,44 113 0,30 9,22 0,00 094 002 085 9,77 1,23 0,18 0,44 2,47
Pazardjik 24,18 24,18 3,12 1,61 0,21 0,44 0,78 0,00 0,02 1,42 4353 3,74 0,40 1,19 2,35
Pernik 29,45 29,45 8,70 0,75 0,04 0,33 0,00 051 000 1,33 2,09 1,27 0,27 0,22 0,19
Pleven 53,94 53,94 2,39 2,79 1,03 0,69 0,96 1,29 0,71 0,00 12,04 9,04 1,71 0,54 0,27
Plovdiv 83,61 83,61 7,88 16,07 2,65 22,55 11,08 3589 144 9,25 0,00 10,07 4,62 3,39 18,73
Ruse 42,01 42,01 1,31 4,52 7,58 3,41 0,63 0,88 0,21 10,90 9,27 0,00 7,83 3,96 0,69
Shumen 12,38 12,38 0,99 333 2,66 037 022 055 069 146 4,24 9,95 0,00 0,90 0,14
Sliven 11,00 11,00 1,20 11,33 0,53 1,03 0,16 0,88 0,14 1,32 4,76 1,01 1,50 0,00 0,39
Smolyan 8,30 8,30 1,33 0,77 0,05 071 1,11 1,70 002 0,73 1555 0,58 0,43 0,17 0,00
St. Zagora 33,99 33,99 3,38 11,21 1,10 1997 593 247 056 3,20 29,60 3,43 1,06 17,97 1,31
Varna 56,49 56,49 2,98 22,95 40,89 3,15 1,99 2,25 1,32 10,32 14,97 24,78 27,89 4,73 2,09
V. Tarnovo 51,32 51,32 329 735 3,24 483 010 2,07 093 3050 14,1629,97 10,33 242 0,71
Vraca 70,65 70,65 3,23 4,67 1,82 1,17 0,39 3,20 1,32 17,43 6,44 6,36 2,77 0,87 0,64
Yambol 812 8,12 0,04 6,97 0,06 0,94 0,07 055 003 120 269 0,89 0,13 4,48 0,09
GSM_SA 78,40 78,40 22,59 0,00 0,00 0,00 0,00 0,00 7,73 20,38 0,00 0,00 0,00 0,00 0,00
GSM_SB 78,40 78,40 22,59 0,00 0,00 12,62 539 12,74 7,73 20,38 40,03 0,00 0,00 0,00 6,99
GSM_VT 0,00 0,00 0,00 0,00 9,41 0,00 0,00 0,00 0,00 0,00 0,00 23,90 8,44 0,00 0,00
GSM_PD 0,00 0,00 0,00 0,00 0,00 12,62 539 12,74 0,00 0,00 40,03 0,00 0,00 0,00 6,99
GSM_VN 0,00 0,00 0,00 21,06 9,41 0,00 0,00 0,00 0,00 0,00 0,00 23,90 8,44 7,66 0,00
GSM_Sz 0,00 0,00 0,00 21,06 0,00 0,00 0,00 000 000 000 0,00 0,00 0,00 7,66 0,00
International 78,91 78,91 24,29 18,12 9,96 8,32 11,26 13,11 5,63 16,00 55,41 34,92 8,84 14,71 3,89
m 1027,2 1027,2  216,0 243,88 121,2 142,6 69,7 1536 854 2461 4950 274,9 113,9 1159 74,4

Table A2.1.4 Extract from the forecasted traffatiix
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All dimensioning results shown in Case study A2r2 based on the
forecasted traffic matrix, calculated as shown a&bwith the standard features of the
EXCEL.
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A2.2. Consolidation of national transit network

Consolidation of a semi-meshed national transit)(tidcuit switched network consists of
applying of hierarchical routing with dual homingy the transiting of the traffic.

Dual homing (load sharing) :

In the hierarchical routing one option is to oveniltransit traffic through two different
tandems (Tan), i.e. to implement dual homing fergburce of the traffic (Loc).

General rule is to divide traffic in equal portipng. 50% to 50%.

More universal approach will be to use coefficientO<a <1.

Fig A2.2.1. : Dual homing (load sharing)

Tan

Tan

Tan

a*A
(1-0)*A

Loc Loc Loc Loc

Dimensioning of the LD network :

Dimensioning of the national LD network consistsaiting of the traffic over the hierarchy
and dimensioning of each trunk for the required QoS

A planning tool will be needed for a real practicake, because of the large number of cases
and the complicated routing.
PLANITU is appropriate tool for such task.

Main input data are source-destination traffic madf the LD network.
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Fig A2.2.2. : Example of routing of traffic and dimensioning of dual homing
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Fig A2.2.3. : Dimensioning of the LD network
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Fig A2.2.4. : Transmission layer of the LD network

The consolidation of the national LD network resutt

vV V VYV V¥V

transition from semi-meshed towards dual-homingvoek structure
more robust and reliable traffic handling and nogti
simplifying the network management

readiness for smooth transition towards Class 4 NGihtions, deploying MGW in
the location of the existing upper level transitleanges.
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A2.3. Business planning

Application of STEM

A2.3.1. Problem of network evolution and study cse scope

0 One of the most common planning issues today inilmaletworks is the
design of network migration from the 2G technolag capabilities towards
the 3G technology and associated services. Incpdati decisions have to be
taken on the target network and technology to exdlve adequate timing for
the migration, the policy to introduce new serviaes the estimate of the
expected investments and profitability.

o The main objective of this case study for a refeeemedium developed
country was to characterize the involved parametettse evaluation for an
scenario that has already a GSM solution with gerinediate level of
penetration in the population, the impacts of thgration and the assesment
on an evolution either towards and intermediatatsmi like the EDGE or
towards a full 3G UMTS.

o In order to assess convenient migration alternstigstimate needed
investments for infrastructure modernization, pcojevenues, project NPV
and business feasibility; a techno-economic modelias performed and later
implemented with the STEM tool as described indwihg sections.

A2.3.2. Modeling scenarios for business analysis

This evaluation contemplates the overall market sizzthe country with the
corresponding weighted average values for eacimbssiparameter. In order to have
enough observation period for the migration fromt@@G, business evaluation is
performed in a 10 years time frame from Y1 up td®YCQonsolidated reference inputs
from the network correspond to the year YO andwatadn starts in an initial
population around 3 Million inhabitants and growatiga cumulative rate of the order
of 2, 5% per year. Current mobile services penetras low as compared to similar
countries in development and a large space existda customers grow that will
more than double in the 10 years period.

From the processing of the geographical informaitotine country, 3 type of geo-
scenarios are defined on the base of populatiea, @opulation density, subscribers
penetration, number of current radio cells anditrgfer subscriber: Urban Type
comprising the nucleus or major cities with highflemate values of previous
variables, Suburban type including cities or aneiis medium/low values and finally
Rural type with very low values of those paramet&hss characterization will imply
a differentiation in the modelling of the mobildrastructure, number of sites and
related costs.
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According to the case study objectives, two migrascenarios are evaluated in order
to know the impact of investments and revenuekerewolution:

- Case A as a conservative plan evolving to EDGtRin the 900 MHz and 1800
MHz frequencies and the services and Quality theat be carried according to the
possible Peak Rates and Sustained Bit Rates itetthimology. This will save
investments in the infrastructure mainly in low gignregions but still will be able to
serve many of the new data services with low andiume speed.

Additional services to be handled in EDGE as comg&n GSM/GPRS include data
up to 144 Kbps peak rate, audio streaming, videunttmad, video messaging, news,
location based services, etc.

- Case B as a more ambitious ptarexploit all potential in new multimedia service
with higher capacity in voice traffic and higheraReRates, Sustained Bit Rates and
Quiality in data but implying higher investmentsnfrastructure and new frequency
assignment in the 2GHz band. This option will gateeradditional revenues mainly
from the high data rate services and real timeimalia services that require high
Grade of Service

Additional services to be handled in UMTS as coragdo GSM/EDGE include data
up to 384 Kbps or 2 Mbps peak rate, video callindeo mailbox, intranet/extranet,
enhanced quality news, enhanced location serwa#spconferencing, enhanced
video streaming, mobile TV, etc.

From the point of view of traffic flows considermani and taking into account the
confluence of a multimedia environment, the follogimodelling was developed:

- Packet mode floware characterized both by the Peak rates andiSedtBit Rates
(SBR) that are used to define which services mayaelled. Sustained Bit Rate is
defined as the bit rate of a service that may loeechin a sustained manner by the
network resources with the fulfilment of the Gradeservice conditions required by
that service in terms of packet delay, jitter amgklprobability. Period for
measurement of SBR is typically 5 minutes. SBRsSs ased as the link between the
information flow for dimensioning purposes and itmf@rmation volumes that
generate service revenues. It has to be note@BRLtfor each service is lower than
the peak rate with a proportion that is a functibthe service or service class
characterization.

Dimensioning of the upper layer network resourfcdisws the standard circuit mode
or packet mode criteria as a function of the ofgstination traffic flows and is
equivalent for all scenarios under analysis.

When analyzing migration scenarios to differenigagpe solutions, access
dimensioning requires special care to ensure yalafithe comparisons and the
following criteria have to be taken into accountttee number of base station sites in
all technologies: GSM/GPRS, GSM/EDGE, UMTS and CDMA

- a) Coverage dominated by Frequen€yhe radio system used, that decreases the
radius with a quadratic relation to the frequency.
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- b) Coverage dominated by Bandwidthdata services to be provided that are very
sensitive to the signal to noise ratio and specfall the upper radio signal. This
condition being more restrictive that the previong and also with a quadratic
behaviour is common to all technologies under aersition.

- ¢) Coverage dominated by Topogragsya function of the terrain conditions of each
area to be covered and very dependent of eacleylartregion. This coverage is to be
considered jointly to the previous ones and masgnbdelled with some extrapolation
on the basis of the existing network.

- d) Coverage dominated by Voice Traffiapacity measured by the capacity in
erlangs of each cell for a given grade of servidas criterion is a function of the
service mix in the area and number of subscribers.

- e) Coverage dominated by Data Traffapacity measured by the capacity in
Sustained Bit Ratef a given service type or service class that exssthe agreed
Grade of Service. This criterion is the most resitre one in the IMT-2000 systems as
both capacity in Mbps and signal to noise ratidh®ydistance to the source are
applicable. Special care has to be taken to ertargervice level agreement (SLA) in
all the cell area and not only in the close vigind the BS. This criteria has a
guadratic behaviour and is frequently the mostoaiito fulfil in a mature network,
being dominant when traffic of high speed reaktiservices have to be provided in
all CDMA based technologies.

The overall BS dimensioning is a combination of pinevious 5 factors according to
each geo-scenario type and has the following coeabéifects:

In a high density area of urban tyje design at the start year is already dominiayed
the capacity in erlangs of the GSM solution withratial cell radius in the order of
magnitude of 1 to 4 km and no increase of BS isleédor the radio frequency. An
initial saving is obtained due to the higher erlaagacity per site in 3G that
nevertheless has the counterpart of an increasestrexjuired by the high speed data
services. The final effect is a slight increassitds.

In a medium density area of suburban fygasting design at start has cell radius
between 4 and 10 km and the same combined effeptsag although the capacity
saving is lower and the criteria e) for the SBR rimagly a significant increase in
sites.

In a low density area of rural typexisting cell radius larger than 10 km and up to 20
km is common and all the radio coverage critereadmminant as compared with the
erlang capacity one. In theses type of areas, portant increase of sites and
investment in infrastructure is needed both forhigher frequencies and the higher
service bandwidth/speed rates.
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A2.3.3. Business evaluation with STEM tool

The business evaluation of a number of migrati@mados like the ones described above,
require powerful tools to be able to implemenidgthamic evolution for demand, installed
or substituted equipments, associated operatials,ceguipment life cycles and all related
financial calculations. The tool selected for ttese study was STEM, as described in
section A 1.3 of this document due to the fact thlils all needed requirements.
Application is based on a reference transitionregfee case developed by Analysys.

Network is modelledn 7 STEM resource layers for all elements witingicant influence
in the business parameters as follows:

- Market segments, customers and services for aladdmelated flows

- Radio access network for all Base Stations equipmentype of geo-scenario
- Base Station sites for the physical structure kwétion

- Backhaul transmission from the Base Stations t@tine network

- Transport network among high level network nodes

- Core network with the MSC, HLR, RNC, SGSN, GGSN, et

- Interconnection to other networks

Business modellings considered with the associated techno-econdpaameters
specific to the above mentioned network layerstaednes generic for all projects and
country dependent. In those aspects related toseevices, traffics, tariffs and trends for
the 10 years period, a benchmarking has been pegtbwith leading companies
worldwide that already implemented 3G type of Sohd. As an indication, a summary of
both business and technical assumptions is giviewbe

- Voice tariffs are today over the average benchmarkare expected to decrease per year
due to competition at a rate of 7%

- Data tariffs decrease due to maturity at a rate6fper year.

- PSTN and Internet interconnection charge with aehee of 5% per year

- Hardware equipment costs evolving with a yearlyrelase of 7%

- Business to residential customers proportion asthrt of the study period is of 1:2
- Business busy hours/days per year of 250

- Residential busy hours/days per year of 360
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- Voice traffic and circuit mode data flows are @werized by the traffic in erlangs and
loss probability models are applied for the dimensig of the network resources

- Proportion of traffic in the busy hour in relatitmthe full day of 20%
- Voice call blocking in the busy hour less or eginan 2%
- Activity user utilization rate in transmission &dor the packet mode applications of 10%

- Migration to new solutions stars in the Y2 with feWot sites in urban and suburban areas
opening to the entire network since Y3.

- Churn rate from the existing GSM/GPRS technology t@nminals to the 2.5G/3G
scenarios is of 20% per year

A2.3.4. Evaluation Results

A high amount of results was obtained within theecstudy as provided by STEM for all
technical, business and financial parameters aadamnalysis was done with the
following ones:

- Evolution of mobile customers demand per maiegaty that will grow at a Cumulative
Average Grow Rate of 8%.

- Projec.tion for multiservice traffic flow demangsr service class:
: \églt(;ecircuit type at very low (V-low spd CS) doa rates (Low spd CS)
- Data packet type at low (Low spd PS), medium (Medspd PS) and high speed
rates (High spd PS). This last case of high spegdfeasible with UMTS technology.
- Projection for capacity requirements per flonsslan Packet/s, BHCA, Mbs/s, etc.
- BS, TRX and Carriers per geo area: Urban, Sulnyrrad Rural
- Operation and maintenance costs
- Main projections for average tariffs
- Overall revenue projection per main user/sertypes
- CAPEX and OPEX projections
- Financial values and ratios: (Cash flows, NP\RIEtc.)
For illustration purposes a selection of thoseltesue included herewith in order to

derive main conclusions and assessment for botlagos: evolution to EDGE and evolution
to UMTS
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Fig:2.3.1 Service demand for voice at the Busyrfioubusiness and consumer
customers
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Bandwidth for PS and CS service classes
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Fig:2.3.3 Bandwith evolution per service class@isumer customers in the UMTS
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Fig:2.3.4 Service revenue evolution for consumest@amers in the EDGE scenario
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Service Revenue for consumer customers
UMTS Scenario

14e+07

12e+07

10e+07

8e+07

6e+07

4e+07

2e+07

Oe+07

on GPRS
ow spd ps

on UMTS
1 spd ps

Con GPRS
low spd cs

Con UMTS
low spd ps

Con UMTS
low spd cs

Cop UMT.
V-%wspgcs
Can UMTS
voice

Con GPR
Vpgwspgcs

Con GSM
voice

Year

Fig:2.3.5 Service revenue evolution for consumest@amers in the UMTS scenario
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Fig:2.3.6 Net Present Value for the migration caséhe EDGE scenario
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A2.3.5

. Results assessment

- From the analysis of the two scenarios of thdyscasat is derived that business is
feasible in both scenarios with the correspondoanemies of scale at the global
country market. A simultaneous growth due to oo for better market
penetration and to new services with higher bantiwidplies investments and
business grow in the two dimensions: Users andi@esrvhat implies important
investment in infrastructure but facilitates thesibess feasibility.

- For voice traffic, UMTS solution gives more spr@m efficiency and saving in
number of sites for the high density areas of utigpe, while EDGE requires less
number of sites in the low density areas. In a ndetailed observation, important
differences appear between the two options fromebtlenical and economical
perspectives that are summarized as follows:

- For data traffic, EDGE solution needs less nundbeites at the suburban
and mainly at rural areas at the cost of lack of/i@ion of high speed data
services and corresponding multimedia applications.

- For multimedia services (voice+ data +video), UB/Jolution facilitates

a more efficient integration both at user ifgee and end to end network as
well as an easier operational behaviour. Thisfasour not only to carry new
high speed services but also a higher peneatrafithe medium speed ones.
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- Network revenues at the UMTS solution start tigpass the EDGE ones after
Y3 of the migration start up to an advantage of 3Q%e end of the period.
Profitability in relative terms has the same ordemagnitude in both cases as
the larger the larger revenues in UMTS are compedday the larger
investment required.

- The NPV behaviour, that provides a good completi®n along the 10 years
period, shows network values for medium and limgn of for UMTS are
higher than for EDGE with the additional advantafea higher generation
potential is in the UMTS case and better capahititponverge with other
radio technologies like the DVB-H

A2.3.6. Case study summary

- A detailed modelling of the mobile network migratitowards 3G was performed for
a medium size country with business evaluatiomefrhain factors in a 10 years
period.

- Case study shows a series of results to suppodeitision making in the migration of
the mobile network. The main key business factomduthe period is the important
increase in data services, bandwidth and revema¢svill compensate the decrease in
voice tariffs and support the business profitapiibd network modernization to be
competitive and satisfy customer demands.

- EDGE case is more conservative and appropriatinéshort term with less
financing needs but with less multimedia serviaes lausiness potential.

- UMTS case represents a more ambitious decis@trréiguires more
investments and operating expenses but also wibrporate more multimedia
services and higher capacity to take benefits ofemence at network and
access speed quality and revenues, especiallydhttmend long term.

Decision to follow requires strategic considerasian each country level but will be
straightforward with all provided information inishevaluation plus the consideration
of financing capabilities and economies of scalecaintry level.

- Due to the high number of involved parameters riatations and the dynamic
character of the migration, a powerful tool is regad to be able to analyze scenarios
and impact of decisions. In this case STEM tool used and showed high flexibility
in all the process.

It is strongly recommended to perform periodicasibass and technical
planning (i.e.: every two years) to adjust marlsstuenptions, assurance of new
services adaptation to country culture, quick miapkemotion and terminals
compatibility with new applications to avoid delagshe grow of incomes

and exploit business potential.
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A2.4. Broadband access planning for major cities

According to the described above scenarios forwga to NGN in the access network
planning studies for introduction of XDSL equipmanthe main Bulgarian cities of Plovdiv
and Sofia have been carried out.

All studies are performed with specialized netwpldnning tool, VPI AccessMaker, which
has unique parameters and capabilities.

VPlaccessMaker™ quickly generates business plash$easibility studies.
The tool captures subscriber information, modeifedint service combinations and
technologies and selects the best technology éotask, to calculate ROI, NPV, cash flow,

revenue and an optimized roll out strategy.

For the city of Plovdiv it is foreseen to serveibess (SOHO and SME) and limited number
of residential customers with xXDSL equipment.

Three categories of services are assumed - ADSIic B256/64 kbit/s) for residential and
SOHO customers, ADSL Gold (512/128 kbit/s) and SHIEEL2 kbit/s) for SME customers.

The forecasting results for the possible custonmetise period 2003 — 2007 are shown in
Table A2.4.1.

Table A2.4.1.
Year ADSL Basic| ADSL_Gold| SHDSL Total
2003 476 402 132 1010
2004 946 763 159 1868
2005 1416 1122 184 2722
2006 1887 1481 211 3579
2007 2357 1842 238 4437

For the period 2003 — 2007 it is assumed to havdgalgrowth of SOHO customers, 90%
growth of SME customers, 10% growth of SHDSL custsn

With the planning tool an optimization of the DSLARBtations is performed. Important
condition is to use existing exchange buildingsassible.

Planning results with locations of the DSLAM equigamh could be seen on Fig A2.4.1.
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Fig. A2,4,1 Optimized DSLAM locations in Plovdiv

Optimization result shows one DSLAM for each exigtexchange area, situated in the
exchange building. There is one area, where a sed&.AM will be needed and its location
is optimized.

Fig. A2.4.2 Economic analysis of xDSL in the ascestwork of Plovdiv
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Planning tool has produced also economic analysisaalculation of costs, revenues, cash
flow NPV and IRR, which are shown on Fig. A2.4.2.

For the economic analysis it is assumed 20% deemrdahe annual installation fees,
10% decrease of the annual subscription fees a¥ddigcount factor.

One preliminary study of the city of Sofia was atsoried out.

Services to be offered were ADSL-Basic (for restdgmnd SOHO customers), ADSL-Gold
for SME customers, SHDSL for business users antbFEarge Enterprises. Forecasted
services for the period 2003 - 2007 are shown gnA2.4.3.

Fig. A2.4.3 Forecasted services for the period3208007 in Sofia

Planning results for Sofia with locations of thell2®1 equipment and routers could be seen
on Fig A2.4.4.

Network Design is based on xDSL technology with B®1s, Routers, FE, GE.
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Fig. A2.4.4 Optimized DSLAM and routers locatidos Sofia

The optimization result shows that eight DSLAMs Idoserve the city of Sofia. Locations of

12 routers are also result of the optimization.
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A2.5. Voice over IP over WDM

Introduction

This example is meant to demonstrate how one cadumb an integrated network planning
across multiple layers and technologies. The exanspelected with the consideration that it
should represent a typical network planning problezm a nationwide network provider’'s
perspective as realistically as possible. Theredamepresentative USA backbone network as
shown in figure 1 is chosen as the baseline topoldhis topology is used as the underlying
physical network where nodes represent traffic g /switching points and links
represent fibers connectivity between nodes. Simex is a real need to model the multi-
layer multi-technology complexity of today’s tel@smunication networks, in this exercise
we would like to do a multi-layer network planningpice over IP over DWDM. The traffic
for the voice over IP service is generated first.

|

Figure A2.5.1. USA national backbone network

A high speed IP network (with OC192 links) is th@anned by incorporating the voice over

IP traffic and other native IP traffic such as HT MAAIL, FTP etc. Finally the bandwidth

pipes of the IP links are viewed as point to paravelength demands and an optical transport
network is designed with switching provided by ogticross connects and multiplexing
sections provided by DWDM transmission links. Ndw planning of each layer and the
inter-layer data exchange are described one bysing the following tools:
VPlIserviceMakeMIP, VPIserviceMakéel' Distribution, and VPItransportMakef. The IP
network design is conducted first by assuming vowner IP traffic matrix available. Then the
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voice traffic design is performed by VPIserviceMdRdistribution. Finally, the optical
network design is carried out.

IP Network Planning

Since our aim is to plan an multi-layer carrierlsgational backbone network, the IP layer
network should represent a typical nationwide mé¢service provider’'s (ISP) network.
Typical ISPs (such as AOL and AtHome) not only jdevinternet connectivity services, but
also content services. The Internet connectivityises can create both intra-network and
inter-network traffic, while content services owrhgate intra-network traffic between users
and content servers. Estimating traffic is the tep and a key to network planning. To
model the traffic characteristics of such ISPsneed to consider the following elements:

Subscriber population by city.

Subscriber usage profile

Content servers

Intra and inter network traffic percentages.

PopbPE

In terms of types of traffic, we will consider thative IP services such as HTTP, EMAIL,
FTP etc., as well as VolP.

We choose a typical US ISP backbone network as shégure A2.5.2. with reference to the
physical fiber topology as shown in figure A2.5The nodes of the backbone network are
points of presence (POP) at all major cities. Ia €&xample there are 13 POPs, representing
13 major metropolitan areas as shown in the US iBaph POP may be composed of a
number of routers of different types. Here we usl§g one router icon to represent each POP
because what we want to model is the backbone mietwot the intra POP structure.

To model subscriber population by city, we createmputer group icon for each city
representing all the users served by the ISP igitiieEach computer group is named by
adding the suffix NET to the city’'s name as the paier group also represents the regional
access network. We also select a few cities abtations of content server centers of the
ISP and represented by the server icon. Similayes names are city names followed by a
suffix -SVR. To be more specific, the ISP has ¢hneb server centers: one in Los Angeles
(LA-SVR), one in Denver (DE-SVR), and one in AtlarfAT-SVR). It has two other server
centers to provide other services (FTP, Email, Netwg: one in Chicago (CH-SVR) and one
in Dallas (DA-SVR).
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We assume that the network has only one gatewthetglobal internet and therefore the
network has no transit traffic. The gateway is tedaat New York and is connected to other
peering ISPs at a peering site named NAP1 (Netwodess Point). The peering site is
represented by the globe icon. Please note thabthés only focused on the internal network
of an ISP. Therefore it does model the actual lonatof peering sites. In fact the globe icon
represents the global internet at large. The ptapacope of the tool ends at the outgoing link
of each gateway. Anything beyond that is hiddea glbbal internet. We could specify two or
more gateways, such as one on the east coast armhdhe west coast, by setting the routers
to be AS boundary routers and connecting themeaglbbe icon. But in that way we need to
consider transit traffic which neither originater terminate within the ISP’s network. Since

in this demo we are only interested in seeing #tevark planning impact by IP traffic created
by the ISP’s own subscribers, we consider onlygateway.

In each city, the computer group, the server (ifs¢»xand the global gateway (if exits) are
directly connected to the POP of the city.

The topology shown in figure 2 is the initial sétioks inter-connecting connecting POPs
which we assumed based on the underlying fiberogyashown in figure 1) and estimated
traffic pattern. The IP topology normally has rickkennectivity than the underlying physical
network because of desirable express (logicalslednnecting distant routers. Topology
optimization is an iterative process. If a linkist used by the design, it should be deleted.
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Similarly if a link’s load is too heavy, other linlshould be added to off load the congested
link. Since we are planning an IP over DWDM netwawvle assume all links are high speed
links with the OC192 granularity.

The computer group representing the subscribeeadi city not only enables us to model the
subscriber population in the city, but also allavgsto specify the usage profiles of these
subscribers from which network traffic can be dedvWe first need to specify subscriber
population for each city by the following assumpg8oAmong the 13 cities, 7 of them are
large cities and each of them has a subscriberlatqu of half million: San Francisco (SF),
Los Angeles (LA), Dallas (DA), Houston (HO), Chica@CH), Atlanta (AT), and New York
(NY). The other 6 cities are mid sized and eachahsisbscriber population of a quarter
million: Seattle (SE), San Diego (SD), Denver (DEansas City (KC), Boston (BO), and
Miami (MI).

To set the parameters for each computer groupdpusgble click the icon. As an example,
figure A2.5.3 shows the parameter settings of cdaerpgroup NY-NET. We should pay
special attention to the following parameters:

* The user population, which is 500,000 for New York.

» Use of services: For all computer groups, we chatlsevailable services including
VolP.

« Peak rate: For all cities, we assume subscribdysuse telephone dial up to access
the network (like AOL) and therefore the peak iatset at 64 Kbits/s uniformly. The
only exception is VolP. Each channel of VoIP issidered as a constant bit rate
connection and the bit rate is stored in the pa#kfreld. The VoIP bit rate is assumed
to be 8 Kbits/s after taking into consideration dartth saving factors such as silence
suppression and statistical multiplexing.

* Percent: It is a breakdown of amount of usage aathshe services for an average
user. For this demo example these percentagessararaformly set for all computer
groups because it is not our intention to modet bebavior differences across cities.
Here the only difference between cities is the iorgibscriber population.

* Individual service settings (not shown): Specifittings for each individual service
can be made by clicking the corresponding typeehkier set that all http traffic are
equally distributed across the three servers, &@30 split between internal traffic
and external traffic. Similar assumptions are sebther services except for VolP.

* For VolP, we check the Use Voice Matrix box becaust traffic will be provided
by a separate voice matrix which will be generdtgd
VPIserviceMakel Distribution. For now we just assume the voice irasr
available. The next section will describe how thegnm is created.
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Node:NyNET g
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kil W | [ |[0064 0.064 5.29 |2.1056
Mews | @ | [ [0.064 150|096
Cither ¥ [ |o.oe4 1618 [10.3552
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k. I Cancel | Apply |

Figure A2.5.3. Sample Computer Group Setting

To set parameters for POPs, double click the raoters. As an example, figure A2.5.4
shows the parameter settings of NY POP. The maxsmithing capacity is set to 500
Ghbit/s. Currently the largest core router prodweilable in the market place is about 100
Ghbit/s. But here the switching capacity does nptasent the capacity of a single router, but
that of a POP which normally consists of multipleters. For this demo we assume all the
seven large POPs uniformly have a switching capa€i500 Gbit/s and all the six medium
POPs uniformly have a switching capacity of 100tGbit should also be pointed out that for
the purpose of this design the OSPF area assigrimeat important. All the backbone links
should be in area 0. The access networks as repeelsey computer groups and intra-POP
networks should have other area numbers but oareisitis not to model the internal
structures of the access networks or POP offickesrefore one backbone area suffices.
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Node:ny @]
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Figure A2.5.4. Sample POP Setting

Server settings are not described here becausatbdlie simplest and can be populated in a
straightforward way.

The last step of data input is to import the Vol&mx. To do so open Edit menu and select
VoIP Matrix option. A table pops up which shows therent VolP matrix. Here only the
computer group nodes which participate in VolP ser{the parameters are set) are included
in the matrix. For this example all the computeyugps participate VolP.

We assume there already exists a voice matrix,wisigenerated by

VPIserviceMake! Distribution (to be described in the next sectidrgy.import, open the File
menu of the table, select Import and choose Replatiges option, the matrix will be
populated by the imported values as shown in fi\##&.5.
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i Matrix: Traffic Matrix - Simultaneous ¥oIP user
File Edit
fromfto| ATHET | BOHET | CHHET | DAHET | DEHNET | HOHET | KCHET | LAHET | MINET | HAP1 HYHET | SDHET | SEHET =
ATHET 1250.00 | 250000 (250000 (125000 (250000 |1250.00 (250000 |1250.00 (000 250000 125000 125000
BOHET |[1250.00 125000 125000 (62500 (125000 |625.00 |1250.00 |625.00 |0.00 125000 62500 (62500
CHHET |250000 [1250.00 250000 125000 (250000 (125000 (250000 (125000 (0.00 250000 125000 125000
DAHET |250000 (125000 (250000 125000 (250000 125000 (250000 |[1230.00 (000 250000 (125000 [1250.00
DEHET |125000 |[625.00 (125000 [1250.00 125000 62500 125000 (62500 (000 125000 62500 (62500
HOHET |250000 (125000 (250000 (250000 |1250.00 125000 250000 125000 (000 250000 125000 125000
KCHET |[125000 (62500 [125000 (125000 |625.00 |1250.00 125000 (625.00 (000 125000 (62500 (62500
LAHET |2500.00 (125000 (250000 (250000 125000 |2500.00 125000 125000 |0.00 250000 125000 125000
MIHET |[125000 (62500 |125000 (125000 |625.00 125000 |625.00 125000 0.00 125000 |625.00 (62500
HAP1 0.0a 0.00 0.00 0.a0 0.00 0.0 0.00 0.0a 0.00 0.a0 0.00 0.a0
HYHET |2500.00 (125000 |(250000 (250000 125000 (250000 125000 (250000 125000 (000 125000 125000
SOHET |[125000 |625.00 [125000 (125000 (62500 125000 (62500 125000 62500 (000 1250.00 52500
SEHET |[125000 |625.00 [125000 (125000 (62500 |1250.00 (62500 125000 62500 (000 125000 |625.00
SFIHET 250000 (125000 (250000 (250000 (125000 (250000 |1250.00 |2500.00 |1250.00 (000 250000 |1 QSD.EIID 1 ZSD.DiILI
4 3 ’é

Figure A2.5.5. Imported VoIP matrix

Now we are ready to run the design functions. Weeasther do design step by step by
running functions (analysis, routing and effectbandwidth calculation) one at a time, or run
all of them together one clicking on the “run &ketplanning functions” button. In order to
perform the dimensioning for all defined servicekest the services as indicated in figure
A2.5.6.

Select Service

Select zervice for calculation
of effective bandwidth

Hitp v
b il v
Ftp v
Mews v
Other v
Woice v

Figure A2.5.6. Select Service Dialog

The design results are compiled into a set of etaeports. The results can also visually
displayed in many different ways by selecting cgpanding options under the View menu.
For example, figure A2.5.7 shows the resulting é®work dimensioning. The IP network is
sized in two dimensions: link bandwidth requiremand router (POP) switching capacity
requirement. The number on each link indicates hmamy OC12s the link needs in order to
carry the traffic with adequate performance. Thierccodes of the routers indicate the router
utilization. Green and purple mean that no onesés tbaded. Both routers and links can be
viewed by utilization, by traffic load, and by su#gged capacity.
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Figure A2.5.7. IP Network Dimensioning

After the design, network bottlenecks and unddrzeti resources can be identified.
Topology improvement can be made by simply lookihtnk load. For example, the link
between SE and SF is very much under-utilized amdoe removed. Some scenario analysis
can also be conducted. To simulate the impactfaled link, simply disable the link and
rerun the tool. To project the impact of the suitergrowth at certain cities, go to the
corresponding computer groups and re-set the wgrrdation, or simply use the “additional
user factor” feature to scale up subscriber popriat

Finally once the IP network design is satisfactevg,would like to design an underlying
transport network to provide the required bandwidthiP links. To do so the first step is to
export the IP network to VPItransportMaKéusing the IP tool’s export feature (Export to
TransportMaker under file menu). A new Transportstdk project will be created with IP
network links being treated as a traffic matrixpoint to point bandwidth demands for the
transport network design.

VolP Matrix Generation

Here we will show how to use VPIserviceMak&bistribution to generate a matrix of point
to point voice traffic as VolP traffic for the IRetwork design. Normally the units of traffic
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quantities are Erlangs but for VoIP we interpreinthas simultaneous voice channels between
a pair of nodes.

Since VolP traffic is only between computer (sulism) groups, we do not need to consider
the other nodes. The corresponding network witvalP relevant nodes are shown in figure
A2.5.8.

The network data can be loaded from project “VolBtwbrk Dist”.
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Figure A2.5.8. The set of VoIP nodes

Now we are ready to design the voice traffic. Fagsén the Functions menu and select Input
Data, an input table pops up asking for designrpatars, as shown in figure A2.5.9. Since it
is assumed that the amount of voice traffic betweancities is proportional to the
populations of the two cities, the subscriber papah for each city should be specified here.
We simply use the same population numbers as thesesed in the IP project. We also need
to specify other parameters such as average trfisubscriber and call
originating/termination percentages which are ladiven in figure A2.5.9.
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. i i e
Ho.[node name | | ey |onginating traffic|termnating traffic| 7% |“Tactor for
1 |ATMET S00000 010 s0.00 s0.00 MOME 1.00 Cancel |
2 |BoNET 250000 010 50,00 5000  NONE 1.00
3 |CHMET 500000 010 50,00 5000|  MNOKE 1.00 MI
4 |DaMET 500000 040 50,00 5000 NONE 1.00 - |
5 |DEMET 250000 040 50,00 5000 MOME 1.00
B |HOMET 500000 040 000 5000| NONE 1.00 Delete row |
7 |KCMET 250000 010 50,00 5000 NONE 1.00
& |LAMET 500000 010 50.00 5000 MONE 100 IMMN MET :“'
9 |MINET 250000 040 50,00 S000| MONE 1.00
10 |MYHET 500000 010 50,00 5000 MNOME 1.00
11 |SDNET 250000 010 50,00 5000  NONE 100
12 | SEMET 250000 010 50,00 5000 NONE 1.00
1‘HI SFMFET SONANN nin S0 .0n I 0.0 MICIMFE 1FII'I_'|LI

Figure A2.5.9. Input Data

Next choose the single matrix method by clicking $ingle option and select the
homogeneous matrix model, as indicated in figurebAD.

Single |

* Homogeneous matris

" Diztance matrix [gravity models]
Cancel |

™ Internal traffic = fix

intra Ex [%] IEI.EIEI
inter Ex [%] |1 00.00

Figure A2.5.10. Input Data

The tool will create a matrix of point to point eeitraffic. The traffic matrix is shown
graphically in figure A2.5.11 where each line resamats the voice traffic between the two end
nodes and the number on the line indicate the nuofl@multaneous voice channels. This
voice matrix is then exported to a text file in gervice matrix format to be used by the IP
network design, by selecting Fi2 Export-> Service Matrix.
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i_l-] ¥oIP_Metwork_Dist.wsmid - MAIN NET

Figure A2.5.11. Voice traffic matrix
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Figure A2.5.12. Export service matrix
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Transport Network Planning

Figure A2.5.13 shows the newly created VPItrandpaker™ project by exporting the IP
network. The IP links are now grouped into a traffiatrix called STM64 (to indicate their
signal rate of OC192). The server window (right)ialy contains only nodes, without OMS
links. The OMS links can be either manually createdanported from a topology file. The
client window (left) represents graphically theffimmatrix, where each link represents a
demand and the number by the link represents quamt©C192 (STM64) units.
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Figure A2.5.13. Transport project exported from IP

We want to plan a two layer IP over optical netwdtar the optical layer, we want to design
a mesh network with wavelength routing and protectiapabilities. Further down, DWDM
systems provide point to point optical multiplexsection links. For this purpose, when we
create the server layer topology (the right windomg need to specify that all links are
multiplexing links at the OMS layer.

Before create the OMS links, we want to set the memof channels available to each DWDM
system. We go to Bundling mode, open the Edit mselect Set Bundling Factors option. A
parameter input window shown in figure A2.5.14 appewe set No. of Channels equals to
40 for DWDM system.
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Set Bundling Factors x|

— Ethernet

[T Set default factors

Client Layer I Ethernet j

Server Layer I FastE themnet j

Bundling Factor |1 0

— OMS

Mao. of Channelz |G

] Cancel | Spply |

Figure A2.5.14. Set Bundling Factors

To design a wavelength routed optical network, weéogRouting/Protection mode, open the
Functions menu, select the Wavelength Routing ap#ioparameter input window pops up as
shown in figure A2.5.15. For the Algorithm Optiomg choose Planning for better
optimization (at the price of more computation). ¥édect no wavelength conversion because
we assume that optical cross connects are not leapabonverting wavelengths based on the
reality of today’s