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CHAPTER 7

7.
ATM TECHNOLOGY

7.1. 
INTRODUCTION

It is believed that ATM is the culmination of all developments in switching and transmission in the last ten years. Communications evolved in history towards the concept of the asynchronous transfer mode. The motivations were very strong and, in order to understand them, a brief inspect of communications evolution is necessary. 

Communications started in the nineteenth century with the invention of the telephone, capable of transmitting analogue voice signals. The users were connected via switches across the network to form a circuit. This type of switching is known as circuit switching and it provides a permanent allocation of channels or bandwidth between the connection end points. In analogue telephony the only way of sharing the common media was based on frequency division multiplex, which appeared in 1925. The first coaxial cables, installed in 1936, provided wide bandwidth and better performance concerning the signal to noise ratio. 

Digital communications, which came in the late 1960’s, was introduced simultaneously with the time division multiplexing. Soon after that a problem with the interconnection of computer systems over the communication networks arose. Modems, generating the analogue signals compatible with the public switched telephone network, were used. Data are transferred in bursts separated by silence intervals. This is why the constant connection provided by the circuit switching was not the optimal one. The solution to the problem was to split the data into discrete units, packets, and to send them individually across a network. Packets contain a considerable overhead involved in error recovery, redundancy enhancement and routing information. So packet switching has been developed. 

Time division multiplexing, if used in switching, gives an opportunity for multi-rate switching where a station attaches to the network by a single physical link which carries multiple fixed data rate channels (B-channels - 64kbps). Traffic on each channel can be switched independently through the network. This principle has also been used in Integrated Services Digital Network (ISDN). Though it offered a number of data rate choices, these are fixed and thus, not very efficient for variable bit rate (VBR) transmission. 

The same byte organization, which enables multirate switching, is present in the synchronous digital hierarchy network (SDH). It should be noted that SDH uses synchronous time division multiplexing. It provides means for controlling the network resources in order to deliver a guaranteed quality of service (QoS), but at the expense of inefficient use of those resources.

In order to accommodate different data rates in modern high speed communication networks, frame relay appeared as a promising solution. It is essentially identical to packet switching with the exception of the variable length packets, and is designed to operate at up to 2Mbps. Packets in the frame relay systems include less overhead than in the previous systems. In the context of supporting VBR traffic, it has improved performance.

Real-time applications such as voice or video tend not to be very bursty, producing the constant bit rate at the output. It is efficient to assign a fixed bandwidth to a single source.  Available capacity is shared between such sources on an equal-portion basis.

The tremendous need for delivering more data , especially for video applications resulted in various compression techniques. Consequently, the bit streams produced in many new applications are variable. By assuring variable bit rate (VBR) transmission, satisfactory quality of service can be obtained. For instance, less significant details in image (or video) transmission are compressed and the bandwidth saved for more important details. In case of VBR transmission, constant quality instead of constant rate may be produced, Figure 7.1.
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Figure 7.1 - Constant rate vs. constant quality, for: (a) CBR transmission, 

(b) VBR transmission

The introduction of new services at the end of 1980 required a new technology which could support multiple services, deliver the necessary high-speed transmission rates, allow for bandwidth on-demand and offer end-to-end control for efficient management. So, traditional networks had to be specialized in order to meet these requirements. Various network types have been developed introducing specific interfaces, facilities and support requirements. With the development of optical fibre technology, a high speed transmission media with low susceptibility to noise was obtained. It enabled transmission of different types of broadband services consuming significant bandwidth. This was the initial power for the Broadband ISDN (B-ISDN) foundation.

Frame relay evolved to cell relay, using fixed sized packets of short length, cells. Having a low noise high speed transmission media, and higher layer network control, it provides minimum overhead for error control. Cell relay allows for the definition of virtual channels with data rates dynamically defined. So, cell relay can be viewed as a progression from: circuit switching for constant bit rates, and packet switching for the variable bit rates. 

To ensure that information is not lost, any signal should be transferred at the peak natural rate. As a consequence, at times of lower information rate (for example in which redundancy was present in the original signal and thus coding techniques have saved bandwidth) network resources are not be used efficiently. To resolve this, multiplexing of different signals has been proposed.

ATM provides an efficiency gain through statistical multiplexing of dynamic user traffic. It allows multiple connections to share the output-port bandwidth, producing a high utilization of the available resources, see Figure 7.2. Having inputs with fluctuating bandwidth requirements that merge at one output queue, a statistical multiplexer output cell rate is less than the sum of the peak input cell rates. To avoid cell loss it is necessary to use a buffer for storing the excess queued cells. It was believed that appropriate buffering should decrease the burstiness (peak to average cell ratio), smoothing the aggregate cell stream (output of a statistical multiplexer). However, it has been shown that the aggregate stream is as bursty, as the inputs are. As a result, achieving a statistical multiplexing gain requires a much larger buffer at every contention point. Buffer dimensioning is the subject of a low delay- low cell error ratio compromise.
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Figure 7.2 - Statistical multiplexer vs. peak level based multiplexer

According to ITU-T Recommendation I-120, ‘The main feature of the ISDN concept’ and thus the B-ISDN too ‘is the support of a wide range of voice and non-voice applications in the same network. A key element of service integration … is the provision of a range of services using a limited set of connection types and multipurpose user-network interface arrangements.’

The ATM is a transfer mode for implementing the B-ISDN. By the term ‘transfer’ both the transmission and the switching of the information (with reasonable delay and complexity) are included. In order to explain the ATM properties, three different types of transfer mode are presented in Figure 7.3. 

Today, the standard switching technique for narrow band signals (which are mainly voice connections) is by the switching of synchronous channels  for the duration of the connection. The switching is realised by combinations of space and time switching stages in exchanges. In synchronous transfer mode (STM) each connection is periodically presented as a fixed-length word (also named "time slot"), Fig. 7.3-a. 

Data applications use packets (information blocks). In a packet transfer mode (ITU-T, I.113), the transmission and switching functions are achieved by packet-oriented techniques (by their address only, without any relation to time), so as to dynamically share resources among different connections, Fig.7.3-b.  
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Figure 7.3 - Comparison between three various transfer modes

In the asynchronous transfer mode all information to be transferred is packetised into fixed-size slots called cells, and it operates in connection-oriented mode. These cells have a 48-octet information field and a 5 octet header containing routing and control information. The transfer is asynchronous in the sense that the recurrence of cells containing the information from an individual user for a single service is not necessarily periodic, Fig. 7.3-c. 

The ATM technology is targeted at eliminating the duplication of hardware and software requirements. Thus, a single network should provide higher link efficiency, simplified operations, maintenance, services provisioning, reduced equipment costs and a flexible allocation of network resources. 

The ATM uses the Asynchronous Time Division (ATD) principle in which a transmission capability is organized in non-dedicated slots filled with labelled cells with respect to instantaneous need of each application. Each application source, as it may have a variable bit rate, defines its own transmission rate. 

ATM complies with three basic requirements for future services:

· Future services require high transmission rates, reaching more than 100 Mbit/s. They will be used for fast document transmission, fast processor connections or video transmissions.

· Many services need a variable transport capacity that can be defined for each connection individually. Depending on the traffic characteristic of the service, both continuous and packetised information may have to be transmitted.

· The third requirement follows the need for variable bit rates during the connection. Interactive services have phases with very high bit rates during the information transfer and phases with nearly no information flow during the information processing or view (bursty traffic). Variable bit rate coding generates different bit rates during the connection.

ATM cells can be transported on different transmission systems. The only requirement is that bit sequence independence is guaranteed, meaning that there are no restrictions on allowed cell information. The ITU-T defined two options for the user-network interface, one based on the SDH, and the other on pure cell multiplexing. 
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The source signals are packetised in the terminal, or for conventional terminals in a separate terminal adapter, into ATM-cells. In ATM-systems (exchanges, multiplexers, concentrators) cells of different connections are statistically multiplexed. Unused transmission capacity will be filled with empty cells. Figure 7.4 shows an example of the process how analogue signals are packed into cells and these cells are multiplexed with cells of other connections.

Figure 7.4 - Packetisation/cell assembly process.

In an ATM network, new effects show up which are not known in synchronous networks. For example it takes 6 ms to fill one cell of a 64kbit/s data stream. In the network, these cells are multiplexed with other cells and modified in the switching node. So, additional, rather than fixed delays appear. For services with constant bit streams, appropriate measures have to be provided. 

Furthermore, cells can be lost because of bit error, buffer overflow or by the action of a policing function which supervises the cell stream for compliance with agreed parameters. A lost cell represents the loss of 48 bytes of information. The source coding has to cope with this kind of error.

7.2 
VIRTUAL CONNECTIONS - VIRTUAL CHANNEL AND VIRTUAL PATH

The ATM is a connection-oriented technique with virtual connections between the termination points. Basic terms concerning virtual connections are defined in ITU-T Recommendation I.311. 

Virtual Channel 

The virtual channel (VC) is a generic term used to describe a unidirectional communication capability for the transport of ATM cells. Any virtual channel obtains its identifier (VCI) in the process of connection establishment. The VCI is a part of a cell header.  

Virtual Path

The virtual path (VP) represents a concept used for describing the unidirectional transport of cells belonging to virtual channels associated by a common unique identifier (VPI). It is also part of a cell header. 
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Figure 7.5 - The relation between Virtual Paths and Virtual Channels

The parameters of a virtual connection will be defined in the set-up phase of the connection. By use of a signalling procedure the Virtual Channel Identifier (VCI) and the Virtual Path Identifier (VPI) are requested from the local exchange. The exchanges check the availability of the requested resources and assign them if available.

The Virtual Path and the Channel Identifiers (VPI, VCI) of the header define how the cells are routed through the network. Thus, cells belonging to the same virtual connection are recognized and cells belonging to other virtual connections can be distinguished.

The values for VPI and VCI are only valid for the duration of the connection and are normally different for each link, because each switching node reprocesses them for the next link. However, they are always clearly assigned to this virtual connection. As ATM is a connection-oriented technique all cells of one connection take the same route. By this, they keep the same order; and overtaking is not possible. Preserving the cell order is known as the cell sequence integrity principle (ITU-T, I.150). 

The VPI defines bundles of virtual connections (see Figure 7.5). Within the network, bundles of connections characterized by the same VPI can be handled together. A different application could be used in the future to distinguish different networks/operators. The subscriber could define, via the VPI-address, which network he would like to use.

In an ATM environment, a circuit or path does not have a fixed capacity. Virtual means that cells are routed from the source destination on the basis of the VPI in whatever way seems appropriate. All cells with the same VPI value belong to the same Virtual Path (VP), and a VP can contain several virtual channels. So, a VC is a logical subdivision of the VP, and all cells having the same VPI and VCI belong to the same VC.

A physical link containing VPs and VCs interconnects adjacent nodes; however the concept of VP and VC has a wider meaning than just connections from one node to another. A VP can be extended over a number of nodes. The VPI value is just a local identifier corresponding to one section of a VP. Such a section is called a VP link. With the help of ATM switches a series of VP links can be connected to form a complete virtual path.

Each Virtual Path can contain a number of Virtual Channels. Like the VP, the VC can be extended over a number of nodes. The section of a VC that resides within one VP is called a VC link. Connecting one VC link to another requires an ATM switch capable of switching on VC-level.

Virtual Path and Virtual Channel connections can be set up dynamically (on demand) through procedures initiated by the end-user, and an operator can also set-up virtual connections by use of a management system.

An example of where paths and channels could be used, would be where a company with two offices could connect their computers and telephones by renting a virtual path. In this way the company is allocated a number of virtual channels. These VCs can be used for many different services, such as e-mail, telephony, Internet access and file transfer.

As ATM is a connection-oriented technique, virtual circuits are required to be established between the end nodes before transmission can start. So, the routing of cells is performed at every node for each arriving cell. The VPI (8 or 12-bit field) together with the VCI (a 16-bit field) contain the routing information of a cell. In the routing process the VCI value of the incoming VC link is translated into the VCI value of the outgoing link. 

A VP is a collection of VCs between two nodes in a B-ISDN. A predefined route is associated with each VP in the physical network. Furthermore, each VP has its own defined bandwidth, limiting the number of VCs that can be multiplexed on a VP. In general, VPIs are used to route packets between two nodes that originate, remove, or terminate the VPs, whereas VCIs are used at the end nodes to distinguish different connections. 

7.3 
ATM TRANSPORT NETWORK LAYERING – GENERAL CONCEPT

According to ITU-T Recommendation I.311, ATM transport network is structured into two layers, the ATM layer, and the Physical layer, see Figure 7.6. The transport functions of the ATM layer are subdivided into two levels; the VC level and the VP level. The transport functions of the physical layer are subdivided into three levels, the transmission path level, the digital section level and the regenerator section level. The transport functions of the ATM Layer are independent of the physical layer implementation.

The Connection end-point is located at the level boundary (e.g. between the VC level and the VP level) where a client is served. The client may be located in the next higher level or in the management plane. The connection end-point provides the connection termination function.

The Connecting point is inside a connection where two adjacent links come together. It is located in a level where information is routed transparently. It provides the connecting function.




Figure 7.6 - Hierarchical level-to-level relationship in the ATM transport network

The Connection provides the capability of transferring information between endpoints. It represents the association between endpoints together with any additional information regarding the information transfer integrity.

The Link provides the capability of transferring information transparently. A link represents the association between contiguous connecting points or between an endpoint and its contiguous connecting point.

As shown in Figure 7.6 and Figure 7.7, a transmission path may comprise several virtual paths each of them carrying several virtual channels. The relationship between different levels of the ATM transport network is obvious. 

The Transmission path level extends between network elements that assemble and disassemble the payload of a transmission system. At the end of a transmission path it is necessary to provide the cell delineation as well as the header error control. 

The Digital section level extends between the network elements that assemble and disassemble a continuous bit or byte stream. 

The Regenerator section level extends between the network elements that perform signal regeneration.

7.4
ATM SWITCHING OF VPS AND VCS

An ATM system permits packet switching. It uses small, equal-sized packets, called cells, and a simple protocol which allows cells to be transmitted, interpreted and delivered quickly enough to carry any kind of information including voice and video. The high bit rates require fast hardware logic for the cell processing (switching, multiplexing) instead of software processing of cells which would require more time.

The two main tasks for an ATM switching or cross-connect node are: 

· the VPI/VCI evaluation and recalculation, and

· the transport of cells from  input ports to the required output ports. 

The switching of ATM cells is done according to a routing table. Concerning only the first switching task it can be concluded that there are two possible switching levels, the VC level and the VP level. Switching on VC level means that one incoming VC link is connected to one (or more) outgoing VC link(s). The translation is based on data in the routing table associating the incoming VPI/VCI value to the outgoing port.

Switching on the VP level means that the routing of cells is based on the VPI value only. Thus, all incoming cells with a certain VPI value are directed to a certain outgoing VP link. No attention is paid to the VCI. The value of the VCI remains the same. 

VCI identifies a particular VC link for a given Virtual Path Connection (VPC). A specific value of VCI is assigned each time a VC is switched in the network. 

Routing functions of virtual channels are done at a VC switch/cross-connect. This routing involves translation of the VCI values of the incoming VC links into the VCI values of the outgoing VC links.
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Figure 7.7 - Representing of the VP and VC switching hierarchy (ITU-T, I.311)

Virtual channel links are concatenated to form a Virtual Channel Connection (VCC). A VCC extends between two VCC endpoints or, in the case of point-to-multipoint arrangements, more than two VCC endpoints. A VCC endpoint is the point where the cell information field is exchanged between the ATM Layer and the user of the ATM layer service.

7.5 
 ATM CELL FORMAT

The ATM system transports information in small packets, called cells, with

· a fixed block length of 48 bytes (octets) for the information field, and

· 5 bytes (octets) for control information (the cell header).

The advantages of the fixed size cells come from reduced queuing delay for high priority cells and efficient switching. Both of these advantages are very important for the very high data rates expected in ATM.
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Figure 7.8 - Format of the ATM cell

Figure 7.8 shows the structure of an ATM cell (ITU-T, I.361). This format corresponds to the cell at the user-network interface (UNI), usually the delimitation point between a public ATM network and the private installation. There is a slight difference from the cell at the network-node interface (NNI), i.e. between the nodes of the ATM network. In the NNI case, the cell header has no generic flow control (GFC) field, having an additional four VPI bits instead. 

GFC – generic flow control

GFC is a four-bit field providing flow control at the UNI for the traffic originated at user equipment and directed to the network, and does not control the traffic in the other direction (i.e. for network to user traffic flow). It is not used within the network and is intended for use by access mechanisms that implement different access levels and priorities. Recommendation I.150 specifies the use of the GFC.

The GFC must be capable of ensuring that terminals access their assured capacities, especially those having elements of guaranteed capacities. The remaining spare capacity should be shared fairly among all other terminals at that UNI. There are several proposed measures for fairness. Most of them are based on equal amounts of the spare capacity, or the same percentage of the additionally requested bit rate. A comprehensive analysis of fairness at different levels is presented in a number of papers and ATM Forum contributions. 

The GFC should support different delays, as well as different delay variations, and requirements that can be met on a priority basis. It should be insensitive to the traffic mix, the number of terminals, and the distance between terminals. 

The main intention of ATM is to accommodate high bit rates with small delays, providing no facilities for storing cells over longer period of time. So there is no reason for GFC inside an ATM network. It controls terminals connected to a customer network.  

VPI – Virtual Path Identifier Field

The VPI field at the UNI consists of eight bits (four in the first octet, and four in the second octet). These bits are used for routing. The VPI at the NNI has an additional four bits (12 in total) providing enhanced routing capabilities. The VPI is used to route cells between two nodes that originate, remove, or terminate the VPs.

VCI – Virtual Channel Identifier Field
The VCI field consists of 16 bits, and is used (together with the VPI) for routing. It distinguishes different connections and is used at the end nodes.

PTI – Payload Type Identifier

There are three bits in the ATM header to define the payload type. A value of 0 in the first bit of the PTI indicates user information, i.e. information from the next higher layer. In this case the second bit indicates whether congestion has been experienced (0 if not). 

A value of 1 in the first bit is an indication that a cell carries network management or maintenance information.

CLP – Cell Loss Priority

The CLP field of the ATM cell header is a 1-bit field used explicitly to indicate the cell-loss priority. Due to the statistical multiplexing of connections, it is unavoidable that cell losses will occur in a B-ISDN connection. A cell with CLP equal to 1 may be discarded by the network during congestion, depending on the prevailing network conditions. A cell with CLP equal to 0 has higher priority and shall not be discarded if possible. 

When a connection is established, the rate for higher priority cells is determined, if any (higher priority is set for services requiring a guaranteed minimum capacity). 

HEC – Header Error Control

The HEC field is used mainly for two purposes: to correct (if possible) or discard cells with corrupted headers and for cell delineation. The 8-bit field provides for single-bit error correction, and a low probability that corrupted cells will be delivered. The HEC mechanism is specified by ITU-T Recommendation I.432. It is a physical layer function, capable of correcting single-bit errors and detecting multiple-bit errors in the ATM cell header.

It should be noted that the numbering convention concerning the octet positions in a cell assumes the sending of octets (bytes) in increasing order. Therefore, the cell header is sent first. Bits within an octet are sent in decreasing order, starting with the most significant bit (MSB).

7.6
THE B-ISDN PROTOCOL REFERENCE MODEL

The B-ISDN protocol reference model (B-ISDN PRM) is shown in Figure 7.9; it is composed of:

· the user plane, 

· the control plane, and 

· the management plane. 

Above the Physical Layer, the ATM Layer provides cell transfer for all services, and the ATM Adaptation Layer (AAL) provides service-dependant functions to the layer above the AAL. The layer above the AAL in the control plane provides call control and connection control. The management plane provides network supervision functions. Functional descriptions of the Physical Layer, the ATM Layer and the AAL are given in the following section. Further study is required on the functions of the layers above the AAL.
User plane

The user plane, with its layered structure, provides for user information flow transfer, along with associated controls (e.g. flow control, and recovery from errors, etc.).

Control plane

This plane has a layered structure and performs the call control and connection control functions; it deals with the signalling necessary to set up, supervise and release calls and connections. The distinction, if any, between local and global control plane functions in the broadband environment is for further study.
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Figure 7.9 - B-ISDN protocol reference model (ITU-T, I.321)

Management plane

The management plane provides two types of functions, namely the Layer Management and the Plane Management functions.

a) Plane Management functions: The plane management performs management functions related to a system as a whole and provides coordination between all the planes. Plane management has no layered structure.

b) Layer Management functions: The layer management performs management functions relating to resources and parameters residing in its protocol entities. Layer Management handles the operation and maintenance (OAM) information flows specific to the layer concerned. Additional details are provided in Recommendation Q.940.

Note – A possible merger of Plane Management and Layer Management functions is for further study.

7.6.1. 
Functions of the individual layers of the B-ISDN PRM

The functions of each layer, the primitives exchanged between layers, and primitives exchanged between layers and the management plane are described below. The information flows described do not imply a specific physical realization. Figure 7.10 illustrates the layers of the PRM, and identifies the functions of the Physical Layer, the ATM Layer, and the AAL.

	
	Higher layer functions
	Higher layers

	
	Convergence
	CS
	     AAL

	
	Segmentation and reassembly
	SAR
	

	Layer

management
	Generic flow control
Cell header generation/extraction
Cell VPI/VCI translation
Cell multiplex and demultiplex
	
ATM

	
	Cell rate decoupling
HEC header sequence generation/verification
Cell delineation
Transmission frame adaptation
Transmission frame generation/recovery
	
TC
	Physical layer

	
	Bit timing
Physical medium
	PM
	


CS  Convergence sublayer
PM  Physical medium
SAR  Segmentation and reassembly sublayer
TC  Transmission convergence

Figure 7.10 - Functions of the B-ISDN in relation to the protocol reference model

A cell header contains only network related information. Detailed definitions describing various types of cells are given in ITU-T Recommendation I.321. Cells that carry no information concerning the ATM and all higher layers are used at the physical layer. 

Idle cell – is a cell that is inserted/extracted at the physical layer in order to adapt the cell flow rate at the boundary between the ATM layer and the physical layer to the available payload capacity of the transmission system used.

Valid cell – is a cell whose header has no errors or has been modified by the HEC verification process.

Invalid cell - is a cell whose header has errors or has not been modified by the HEC verification process. It is discarded at the physical layer.

Two types of cells are passed to the ATM layer:

Assigned cell – is a cell providing a service to an application using the ATM layer service. 

Unassigned cell – is a cell without assignment. 

Each layer handles different aspects of the connections. Since the connections can be extended over several nodes, it is necessary to exchange information between them. On each level there are protocols to be used for that purpose.

7.6.2
Physical Layer

The physical layer is responsible for the transportation of cells. The ATM physical layer is actually divided into two parts: the physical medium (PM) sublayer and the transmission convergence (TC) sublayer.

The physical medium sublayer (PM) is the lowest part in the PRM hierarchy and includes only the physical medium dependent functions. It is responsible for sending and receiving a continuous flow of bits with associated timing information to synchronise transmission and reception. So, the transmission capability including the generation and reception of waveforms that are suitable for the medium (insertion and extraction of timing information, line coding) is the main PM task.

The transmission convergence sublayer (TC) is responsible for the cell delineation (the identification of the cell boundaries, I.432), header error control, cell rate decoupling, transmission frame adaptation and transmission frame generation and recovery. Transmission frame adaptation is responsible for all the actions necessary to adapt the cell flow according to the used payload structure of the transmission system in the sending direction. This frame may be cell equivalent (if no external frame is used) or dependent on the transport network (for instance SDH, xDSL).

7.6.3
The ATM Layer

The ATM layer puts cells together in the correct format. It takes the 48-byte information field formed in the AAL and adds the 5-byte ATM cell header. The VPI and VCI values for each cell are calculated in the ATM layer.

As mentioned previously the handling of Virtual Paths and Virtual Channels involves switching the cells coming in from the physical layer, based on routing tables. This routing handled by the ATM layer.

ATM layer features are independent of the physical medium. There are four main functions which this layer is responsible for: 

· Cell multiplexing where the composite stream is a non-continuous cell flow. At the receiving side, demultiplexing into individual cell flows appropriate to VP and VC is performed.

· VPI and VCI translation are performed at the switching nodes and/or cross/connect nodes. 

· Cell header generation/extraction is performed at the terminating points of the ATM layer. The information field (the 48 octets following the header) is passed to the higher layer (the adaptation ATM layer). 

· The GFC function is defined for the user-to-network interface. It can be used to alleviate short-term overload conditions. GFC information is carried in assigned or unassigned cells.

All cells are not equally prioritised. Within the same quality of service (QoS) the priority of cells is denoted by the value of the CLP bit in the cell header. If congestion occurs the lowest priority cells are discarded first. Also the cells flowing in a VP or VC must be sent in the right order. These functions are handled in the ATM layer.

7.6.4 
The ATM Adaptation Layer

The use of ATM generates the problem of supporting information flows which are not based on ATM. The simplest example is PCM (pulse code modulation), sent in a continuous stream of octets. How to assemble PCM bits into cells for transmission, and how to read them on the receiving side, is the matter for the Adaptation Layer.

ATM Service Classes

The ITU have identified five service classes in respect of bit rate, timing relation between source and receiver, and connection mode. They are listed in Table 1. 

	Class
	Bit Rate
	Timing Relation
	Connection mode
	AAL protocol
	Example

	A stream
	constant  - CBR
	required
	connection-oriented
	Type 1
	voice

	B stream
	variable - VBR
	required
	connection-oriented
	Type 2
	video

	C data
	variable - VBR
	not required
	connection-oriented
	Type 3,4 Type5
	bursty data

	D data
	variable - VBR
	not required
	connectionless
	Type 3,4
	data

	X data
	variable - VBR
	not required
	connection-oriented or connectionless
	Type 3,4
	data


Table 7-1 - B-ISDN Service Classes, according to the ITU-T.

AAL Protocols

The ATM Adaptation Layer (AAL) maps user and signalling information into ATM cells. The AAL itself is divided into sub-layers. The AAL is involved only at the periphery of the ATM network, at the interface to the service network.

· The AAL Convergence Sublayer (CS) consists of a common part and a service part. It interfaces between the particular services supported and the segmentation and re-assembly sublayer below.

· The Segmentation And Re-assembly sublayer (SAR) carries out the conversion to and from the ATM cell format and may provide error detection and multiplexing. There are different types of SAR for different service types.

Different service applications require different characteristics from the bearer service. Some require an unspecified bit rate, for example Internet applications, while others require a constant bit rate, for example, the PSTN. Due to the compression techniques used, interactive TV can be accommodated with a variable bit rate. The AAL adapts the ATM layer to the requirements of different ATM user applications.

Several adaptation protocols are defined for the AAL. To minimize the number, the ITU-T proposed a service classification, specific to the AAL. Classifications were made with respect to the following parameters:

· the timing relation (if required),

· the bit rate (constant or variable bit rate), and

· the connection mode (connection-oriented or connectionless).

The protocols were defined for use with different traffic types (ITU-T, I.363), as outlined below:

AAL1 This is the adaptation protocol for Constant Bit Rate (CBR) services. It is intended for connection-oriented services which require a timing relationship between the source-destination pair (I.363.1)

AAL2 This is the adaptation protocol for Variable Bit Rate (VBR) connection-oriented services requiring a timing relationship between the source-destination pair (I.363.2).

AAL3/AAL4 The combined AAL3/AAL4 protocol was defined principally for linking LANs and WANs. This is the adaptation protocol for VBR, connection-oriented services which require no timing relationship between the source-destination pair (I.363.3).

AAL5 This protocol is suitable for packet data and signalling applications (both  are of a VBR type). Thus, it is intended for connectionless applications without timing requirements (I.363.5).

Detailed explanations of particular AAL protocols, based on the classification of the ATM services are given in the ITU-T Recommendations ( I.363.1 to I.363.5).

As the ATM-Layer provides a service-independent transport mechanism, an ATM Adaptation Layer (AAL) supports the higher layers by service dependent additional information. This information is transmitted in the information field of the cell and therefore is transparent to the ATM-Layer. In order not to define an AAL for each service, the services are divided into different classes. The functions of the AAL are different for each different class of service.

Examples of these functions are:

· segmentation of the payload in the cells,

· reconstruction of the payload from the cells,

· handling of the different cell delays,

· handling of lost and misrouted cells,

· timing reconstruction on the receiving side,

· bit error detection in the information field,

· handling of bit errors of the information field,

· multiplexing and demultiplexing of payload information,

The higher layers are unaware of the influence of the ATM principles. They deliver information to the AAL, which is responsible for the segmentation of the information stream into cells, protection means, and the hand-over of the cells to the ATM-Layer for further transfer.

The frequency of cells depends on the incoming information rate as illustrated in Figure 7.11.

ATM encapsulates all information streams from different services into cells, places them into a synchronous cell stream, and routes them across an ATM network. The cells are inserted into time slots (corresponding to the transfer time a cell) and are queued if time slots are not available. They are transferred asynchronously preserving the cell sequence integrity principle. However, cell flow limitation has to be applied to avoid overloading the network.
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Figure 7.11 - Cell segmentation example 

A successful ATM information exchange is based on defined protocols, specifying e.g. syntax, semantics, signalling and interfaces.

Some of the functions involved in an ATM transmission between ATM terminals are described below (in this case SDH is used as the transmission system):

From the send side

AAL: 
The payload depends on the transmitted service (constant or variable bit rate, connection oriented or connectionless data)

ATM:
Addition of VC and VP addresses to header; 

VC conversion in ATM switch;

VP conversion in ATM cross connect; 

Multiplexing of cell streams.

PHY:
Insertion of idle cells to adapt the bit rate to the SDH transmission system;


Generation of Header Error Control to permit header checking at the receiver;


Addition of transmission overhead information;


Insertion into SDH frame and STM signal transmission.
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Figure 7.12 - ATM send and receive functions 

To receiver side

PHY:
STM signal reception and extraction from SDH frame;


Removal of transmission overhead;


Recognition of cells (cell synchronization);


Check of Header Error Control; 

Elimination of cells with invalid header;


Elimination of idle cells.

ATM:
demultiplexing of cell streams and transfer to their addresses;


VP conversion in ATM cross connect; 

VC conversion in ATM switch;


Elimination of Header.

AAL:
Delivery of the payload to the service receiver.

The header contains, in addition to the VC and VP addresses, information concerning: flow control, cell loss priority, payload type identifier and Header Error Control. In the case of overload, low priority cells are eliminated to avoid network congestion. Erroneous cells are discarded.

For  end-to-end management of the channel and path, OAM cells can be inserted at the send side and retrieved at the receive side to evaluate the quality of the transmitted information. 

7.7
OPERATION AND MAINTENANCE

7.7.1 OAM principles XE "OAM principles"
The following principles have to be considered in specifying the operation and maintenance (OAM) functions of B-ISDN.

a)
Performance monitoring XE "Performance monitoring"

Performance monitoring is a function which processes user information to produce maintenance information specific to the user information. This maintenance information is added to the user information at the source of a connection/link and extracted at the sink of a connection/link. Analysis of the maintenance event information at the sink of the connection allows an estimation of the transport integrity to be provided.

b)
Defect and failure detection XE "Defect and failure detection"

Defects or failures affecting the transport of user information are detected by either continuous or periodic checking. As a result, maintenance event information or alarms will be produced.

c)
System protection XE "System protection"

The effect of a defect on the transport of user information is minimized by blocking or changeover to other entities. As a result the failed entity is excluded from operation.

d)
Defect informationXE "Defect information"

Defect information is given to other management entities. As a result, alarm indications are given to other management planes. Response to a status report request will also be given.

e)
Fault localization XE "Fault localization"

Determination by internal or external test systems of a failed entity if defect information is insufficient.

7.7.2
OAM levels in the B-ISDN XE "OAM levels in the B-ISDN"
OAM functions in the network are performed on five OAM hierarchical levels associated with the ATM and physical layers of the protocol reference model (Recommendation I.610). The functions result in corresponding bi-directional information flows F1, F2, F3, F4 and F5 referred to as OAM flows (see Figure 7.6). Not all of these flows need to be present. The OAM functions of a missing level are performed at the next higher level. The levels are as follows:

–
Virtual channel level (F5) XE "Virtual channel level" – Extends between network elements performing virtual channel connection termination functions and is shown extending through one or more path connections (I.311).

–
Virtual path level XE "Virtual path level" (F4) – Extends between network elements performing virtual path connection termination functions (I.311) and is shown extending through one or more transmission paths.

–
Transmission path level (F3) XE "Transmission path level" – Extends between network elements assembling/disassembling the payload of a transmission system and associating it with its OAM functions. Cell delineation and Header Error Control (HEC) functions are required at the end points of each transmission path. The transmission path is connected through one or more digital sections.

–
Digital section level (F2)XE "Digital section level" – Extends between section end points and comprises a maintenance entity.

–
Regenerator section levelXE "Regenerator section level" (F1) – A regenerator section is a portion of a digital section and as such is a maintenance sub-entity.

Relationship of OAM functions with the B-ISDN modelsXE "Relationship of OAM functions with the B-ISDN models"
OAM functions are allocated to the layer management of the B-ISDN protocol reference model. This layered concept and the requirements of independence of the layers from each other lead to the following principles:

1)
OAM functions related to OAM levels are independent from the OAM functions of other layers and have to be provided at each layer.

2) Each layer, where OAM functions are required, is able to carry out its own processing to obtain quality and status information. OAM functions are performed by the layer management. These results may be provided to the plane management or to the adjacent higher layer. Higher layer functions are not necessary to support the OAM of the lower layer.

7.7.3
F4 (F5) flow mechanismXE "F4 flow mechanism"
The F4 (F5) flow is bi-directional. OAM cells for the F4 (F5) flow have the same VPI (VCI/VPI) value as the user cells of the VPC (VCC) and are identified by one or more pre-assigned VCI (PTI) values. The same pre-assigned VCI (PTI) value shall be used for both directions of the F4 (F5) flow. The OAM cells for both directions of the F4 (F5) flow must follow the same physical route so that any connecting points supporting that connection can correlate the fault and performance information from both directions.

There are two kinds of F4 (F5) flows, which can simultaneously exist in a VPC. These are:

–
End-to-end F4 (F5) flowXE "End-to-end F4 flow" – This flow, identified by a standardized VCI (PTI) (Recommendation I.361), is used for end-to-end VPC (VCC) operations communications.

–
Segment F4 (F5) flowXE "Segment F4 flow" – This flow, identified by a standardized VCI (PTI) (Recommendation I.361), is used for communicating operations information within the bounds of one VPC (VCC) link or multiple inter-connected VPC (VCC) links. Such a concatenation of VPC (VCC) links is called a VPC (VPC) segment.

One or more OAM segments may be defined along a VPC (VCC). Nevertheless neither overlapped nor embedded segments can be defined. For that purpose it must be ensured that all intermediate Connecting Points (CP) in between the source/sink CP of a segment shall not be a source or sink CP of another segment.

The definition of the span of a managed segment is not necessarily fixed for the duration of a connection, i.e. the managed segment may be re-configured as required.

NOTE – A VPC (VCC) segment is typically under the control of one Administration or organization; however, it can be extended beyond the control of one Administration/organization by mutual agreement.

End-to-end F4 (F5) flows must be terminated at the end-points of a VPC (VCC) and segment F4 (F5) flows at the connecting points terminating a VPC (VCC) segment. Intermediate points (i.e. connecting points) along the VPC (VCC) or along the VPC (VCC) segment may monitor OAM cells passing through them and insert new OAM cells, but they cannot terminate the OAM flow, except when loopbacks are performed. In this case the loopback cell may be extracted from the OAM flow by the intermediate point where the loopback has to be performed and the looped cell may be extracted by the loopback originator upon reception. The F4 flow will be initiated at or after connection set-up either by the Telecommunication Management Network (TMN) or by the OAM function dependent activation procedures.

A source point of a VPC (VCC) segment acting in a downstream direction should discard unexpected VPC (VCC) segment OAM cells coming from the upstream side of the connection. 

It shall be possible for any intermediate connecting point to be configured as a source/sink of a VPC (VCC) segment.

7.8
SIGNALLING IN THE ATM NETWORK

7.8.1
Capabilities to control ATM virtual channel connections and virtual path connections for information transfer

a)
Establish, maintain and release ATM VCCs and VPCs for information transfer. The establishment can be on-demand, semi-permanent and should comply with the requested connection characteristics (e.g. bandwidth, quality of service).

b)
Support communication configurations on a point-to-point, multipoint and broadcast basis.

c)
Negotiate the traffic characteristics of a connection at establishment of the connection.

d)
Ability to renegotiate source traffic characteristics of an already established connection.

7.8.2
Capability to support multiparty and multi-connection calls:

a) Support of symmetric and asymmetric calls (e.g. low or zero bandwidths in one direction and high bandwidths in the other).

b) Simultaneous establishment and release of multiple connections associated with a call.


NOTE 1 – The simultaneous establishment of multiple connections should not be significantly slower that the establishment of a single connection.

c) Two party/multiparty call establishment with or without any connections.

d) Simultaneous establishment and release of call and connection(s) associated with a call.

e) Add and release one or more connections to and from an existing call by the calling party and called party.

f) Release the call by the called party.

g) Add and release one or more a party(ies) to and from a multiparty call by the calling party.

h) Attachment/detachment of one or more parties to/from a connection.

i) Detachment from connection(s) by the called party.

j) The capability to correlate when connections compose a multi-connection call, is required.


NOTE 2 – This correlation is handled by the origination and destination B-ISDN switches, which may be public or private.

k) Reconfigure a multiparty call including an existing call or splitting the original multiparty call into more calls.

7.8.3
Others

l) Capability to reconfigure an already established connection, for instance, to pass through some intermediate processing entity such as a conference bridge.

m) Support interworking between different coding schemes.

n) Support interworking with non B-ISDN services, e.g. services supported by the PSTN or 64 kbit/s based ISDN.

o) Support interaction between IN and B-ISDN.

p) Support interaction between the TMN and the B-ISDN.

q) Support failure indication and automatic protection switching for semi-permanent and permanent connections.

7.8.4
Signalling transport function

At the user access point, multiple VPs may be used to carry Signalling VCs (SVCs). These VPs may connect the user to the local exchange, other users, and/or other networks. B-ISDN signalling configurations are classified as either point-to-multipoint or point-to-point.

A point-to-multipoint signalling configuration exists when a signalling entity (“point”) interacts with multiple signalling entities (“multipoint”). In a point-to-multipoint signalling configuration, meta-signalling procedures shall be used to request allocation of individual point-to-point SVCs.

A point-to-point signalling configuration exists when a signalling entity interacts with another single signalling entity.

When the signalling configuration is unknown, a point-to-multipoint signalling configuration shall be assumed. A signalling configuration can become known either by subscription or by a dynamic procedure.

7.8.5
Signalling Protocols

There are three main signalling interfaces and related protocols used in ATM networks. They are the User Network Interface (UNI), the Private Network-Network Interface (PNNI) and the B-ISDN Inter-Carrier Interface (B-ICI).

UNI

Allows User Network Interface subscriber access to an ATM network, the UNI subscriber recognition through ATM addressing, and the recognition of the QoS contract and characteristics of the data to be sent across the connection.

PNNI

Provides the signalling and routing protocols required for managing and controlling the ATM network configured to establish and support on-demand, switched connections and the mechanism that enable every node in the network to maintain up-to-date topological information about every other node in the network.

B-ICI

The signalling and routing protocols required for managing on demand, switch connections between one ATM network and another ATM network. The B-ICI can also be used within an ATM network to improve the control of traffic routing.

7.9
TRAFFIC MANAGEMENT

ATM traffic management is a combination of several functions that monitor and control the information flow within the ATM network. These functions are designed to guarantee each connection its negotiated QoS. To provide this, the user must inform the network, in the connection set-up procedure, of both the expected nature of traffic as well as the type of QoS. The source node must inform the network of the traffic parameters and QoS for each direction. 

A primary role of traffic management is to protect the network from congestion with the aim of complying with the network performance objectives. An additional role is realizing the efficient use of network resources. 

Traffic control represents a set of actions taken by the network in all relevant network elements to avoid congestion conditions. Congestion is considered to occur when there exists a set of one or more network elements  which are not able to meet the negotiated QoS objective for the already established connections and for new connection requests. In general congestion can be caused by unpredictable statistical fluctuations of traffic flows or fault conditions within the network. Congestion control (the set of actions taken to relieve congestion by limiting the spread and duration of it) is one of the main tasks of traffic control.

To meet these objectives, the following functions form a framework for managing and controlling traffic and congestion in ATM networks and may be used in appropriate combinations. This framework is based on the fundamental concept of a traffic contract (the request QoS level for any given ATM connection and the maximum cell delay variation tolerance allocated to the customer equipment) that is negotiated between the user and the network, and between networks when setting up a connection.

Network Resource Management (NRM) provisioning may be used to allocate network resources in order to separate traffic flows according to service characteristics. Although cell scheduling and resource provisioning are implementation and network specific, they can be utilized to provide appropriate isolation and access to resources.

Connection Admission Control (CAC) is defined as the set of actions taken by the network during the call establishment phase (or during the call re-negotiation phase) in order to establish whether a virtual channel/virtual path connection request can be accepted or rejected (or whether a request for re-allocation can be accommodated). Choosing a path through the network is part of the connection admission control of the network. 

ATM layer Resource Management (RM) functions make use of resource management cells, e.g. to modify resources that are allocated to ATM connections.

Feedback controls are defined as the set of actions taken by the network and by the users to regulate the traffic submitted on ATM connections according to the state of network elements. This is related to the ABR service which uses a feedback control mechanism.

Usage/Network Parameter Control (UPC/NPC) is defined as the set of actions taken by the network to monitor and control traffic, in terms of traffic offered and validity of the ATM connection, at the user access and the network access, respectively. Their main purpose is to protect network resources from malicious as well as unintentional mis-behaviour which can affect the QoS of other already established connections by detecting violations of negotiated parameter values or procedures, and taking appropriate actions. It supervises the cell stream sent during the connection. In the case when a subscriber exceeds its booked bit rate, the policing function can protect the network against overload by either reducing the priority of this connection (cell tagging) or in the case of real overload, by discarding cells.

Priority controls (PC) are functions that differentiate how cells are handled relative to each other by the network in terms of time priority or loss priority.

Traffic shaping mechanisms may be used to achieve a desired modification to the traffic characteristics of a connection. The objectives of this function are to achieve a better network efficiency whilst meeting the QoS objectives and/or to ensure connection traffic performance at a subsequent interface.

The traffic control function is defined in the Recommendation I.371, and may be explained by the reference configuration given in Figure 7.13. It is composed of the following main components: network resource management (NRM), connection admission control (CAC), usage/network parameter control (UPC/NPC), feedback controls and priority controls. Locations of these functions are presented in the figure. 

A traffic parameter is a specification of a particular traffic aspect. It may be qualitative or quantitative. Traffic parameters may for example describe:

Peak cell rate (PCR) - an upper bound on the traffic that can be submitted on an ATM connection. It is defined in terms of the variable T, the minimum spacing between cells.

Average cell rate (ACR) – the average rate of cell transfer on an ATM connection.

Sustainable cell rate (SCR) – an upper bound on the average rate of cell transfer on an ATM connection.

Cell delay variation (CDV) – the variation of actual cell arrival times on an ATM connection with respect to the theoretical cell arrival times, 

Burstiness – ratio of the peak cell to the average cell rate.

Maximum burst size (MBS) – is the maximum number of cells that can be sent continuously at the peak cell rate  

and may be derived from service type (e.g. telephone, videophone). 

Some of the above mentioned parameters are inter-dependent (e.g. the burstiness with the average and peak cell rate).

Service type can be used for implicit declaration by the user of a complete set of traffic parameters, e.g. by declaring the service requested (voice, etc.). Service type may also include implicit declaration of QoS requirements. Such a descriptor would be used for example as an address of a look-up table delivering the corresponding set of traffic characteristics. In the case where it is used by a traffic source, it would therefore not be necessary to convey any other traffic parameters belonging to the source traffic descriptor via signalling. Additionally, service type may also be used to describe traffic characteristics of a source. This applies for example when typical source behaviours (e.g. variable bit rate video using standard coding schemes) are learned from operational experience or other means and used by network operators to apply specific traffic engineering rules, which may result in QoS indications rather than commitments. 
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Figure 7.13 - Reference configuration for traffic control

Traffic descriptor - The definition of the characteristics of the traffic that any given requested connection may offer.

ATM traffic descriptor - A generic list of traffic parameters that can be used to capture the intrinsic traffic characteristics of an ATM connection.
Source traffic descriptor - A set of traffic parameters belonging to the ATM traffic descriptor, which is used during the connection set-up to capture the intrinsic traffic characteristics of the connection requested by the source.
As a general requirement, it is desirable that a high level of consistency be achieved between the above traffic control capabilities. A specific subset of these generic functions together with relevant traffic parameters and parameter values, as well as appropriate control functions and procedures are combined to create an ATM Transfer Capability (ATC). 

7.9.1
ATM Transfer Capabilities (ATC) 

An ATM Transfer Capability is intended to support an ATM layer service model and associated QoS through a set of ATM traffic parameters and procedures. 

From a user’s perspective an ATC is seen as suitable for a given set of applications. The reason a user would choose a service based on a particular ATM capability other than the deterministic bit rate transfer capability, is the potential for incurring a lower cost from the network provider. 

From a network operator’s viewpoint, an ATC may provide gain through statistical multiplexing.

There is not a one-to-one correspondence between services or service classes (e.g. broadband bearer service categories) and ATM transfer capabilities that may be used. An upper layer data service may make use of:

Deterministic Bit Rate capability (DBR) – This capability is used by a connection that requests a particular fixed amount of bandwidth that is continuously available for the duration of the connection. This amount of bandwidth is characterized by a peak cell rate. Although this capability corresponds to CBR applications, it is not restricted only to them. This is the default ATM transfer capability.

Statistical Bit Rate capability (SBR) – In the Statistical Bit Rate (SBR) transfer capability the end-system uses standardized traffic parameters (sustainable cell rate/intrinsic burst tolerance - SCR/IBT or service type) to describe, in greater detail than just the peak cell rate, the cell flow characteristics which will be presented to the connection. It is suitable for applications where there exists some prior knowledge of some traffic characteristics of the application. The delay performance of the SBR capability is not specified, and this capability may or may not support applications with stringent delay requirements.

ATM Block Transfer capability (ABT) – An ATM Block Transfer (ABT) capability is an ATM layer mechanism for providing a service where the ATM layer transfer characteristics are negotiated on an ATM block basis. Within an ATM block accepted by the network, the network allocates sufficient resources such that the QoS received by the ATM block is equivalent to the QoS received by a DBR connection with the same peak cell rate as the negotiated peak cell rate of the ATM block, referred to as the Block Cell Rate (BCR).

Specifically, an ATM block is defined as a group of cells of an ATM connection delineated by two Resource Management (RM) cells, one before the first cell of the ATM block (leading RM cell) and the other after the last cell of the ATM block (trailing RM cell). The exact definition of the RM cells delineating an ATM block depends on the specific usage of RM cells, namely on the ABT capability. The trailing RM cell of an ATM block may be the leading RM cell of the subsequent ATM block. The BCR of an ATM block is constant over the ATM block duration.

Available bit rate transfer capability (ABR) – Many applications have the ability to reduce their information transfer rate if the network requires them to do so, or they may wish to increase their information transfer rate if there is extra bandwidth available within the network. There may be, not only static traffic parameters but also dynamic traffic parameters, as the users may be willing to accept unreserved bandwidth. To support traffic from such sources in an ATM network, an ATM transfer capability is defined which is termed Available Bit Rate (ABR).

ABR is an ATM transfer capability where the limiting ATM layer transfer characteristics provided by the network may change subsequent to connection establishment. It is expected that a user that adapts its traffic to the changing ATM layer transfer characteristics will experience a low Cell Loss Ratio (CLR). Cell delay variation and cell transfer delay are not controlled. The ABR capability is not intended to support CBR applications.

The user adapts to the changing ATM layer transfer characteristics upon receiving feedback from the network. Due to cell transfer delay, this feedback reflects the status of the network at some point in time prior to the instant when the user receives it. So even when the user adapts correctly to the feedback, the network may still have to provide some buffering to enable low cell loss operation of ABR.
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Figure 7.14 - Defining of the available cell rate (ABR) service.

User actions, feedback from the network, and user responses to the feedback from the network, together constitute a control loop on the ABR connection.

A user will specify a maximum required bandwidth to the network on establishment of an ABR connection. The maximum required bandwidth is negotiated between user and network and between user and user at connection establishment. A minimum usable bandwidth (also referred to as the minimum cell rate or MCR) shall be specified on a per-connection basis, but it may be specified as zero. The bandwidth available from the network may become as small as the minimum usable bandwidth. The maximum required bandwidth (also referred to as the peak cell rate or PCR) and the MCR are predefined. The value of the PCR and of the MCR can be different for each direction of the connection.

7.9.2
ATM Forum Service Categories

The relation of the ITU (Recommendation I.371) to the ATM Forum based on transfer capabilities is given in the af-tm-0121.000 specification. The ATM Forum defines six service categories, concerning the bit rate and specific requirements for peak cell rate (PCR), sustainable cell rate (SCR), cell delay variation tolerance (CDVT), maximum burst size (MBS), minimum cell rate (MCR), minimum frame size (MFS), cell transfer delay (CTD), cell loss ratio (CLR) and use of feedback, see Table 2. 

	
	ATM Layer Service Category

	Attribute
	CBR
	rt-VBR
	nrt-VBR
	UBR
	ABR
	GFR

	Traffic Parameters4:
	

	PCR and CDVT5
	Specified
	Specified2
	Specified3
	Specified

	SCR,MBS,CDVT5
	n/a
	Specified
	n/a

	MCR
	n/a
	Specified
	n/a

	MCR,MBS,MFS,CDVT5
	N/a
	Specified

	QoS Parameters4:
	

	Peak-to-peak CDV
	Specified
	Unspecified

	maxCTD
	Specified
	Unspecified

	CLR
	Specified
	Unspec.
	See Note 1
	See Note 6

	Other Attributes:
	

	Feedback
	Unspecified
	Specified
	Unspec.



Notes:

1. CLR is low for sources that adjust cell flow in response to control information. Whether a quantitative value for CLR is specified is network specific.

2. Might not be subject to CAC and UPC procedures.

3. Represents the maximum rate at which ABR source may ever send. The actual rate is subject to the control information.

4. These parameters are either explicitly or implicitly specified for PVCs or SVCs.

5. CDVT refers to the Cell Delay Variation Tolerance. CDVT is not signalled. In general, CDVT need not have a unique value for a connection. Different values may apply at each interface along the path of a connection.

6. CLR is low for frames that are eligible for the service guarantee. Whether a quantitative value for CLR is specified is network specific.

7. CTD – cell transfer delay 

8. MFS – maximum frame size.

Table 7.2 - ATM Service Categories according to the ATM Forum

The ATM Forum specifies classification of service categories. The first one, constant bit rate (CBR), is present in the ITU-T description of ATM transfer capabilities. It is used for connections that request a static amount of bandwidth that is continuously available during the connection. It is characterized by the peak cell value.

In variable bit rate transfer the ATM Forum distinguishes the two categories, the real-time (rt-VBR) and non-real-time (nrt-VBR). The differences are derived by specifying the maximum cell transfer delay requirements.

A service category with no specified bit rate (the unspecified bit rate UBR) is defined by the ATM Forum. It has no corresponding service capability in the ITU Recommendations. An example of such an application is traditional computer communication. The ABR and UBR services have been developed from the ‘best effort’ service [8]. 

In May 1999, the ATM Forum adopted the final version of the guaranteed frame rate (GFR) service intended for non-real-time applications that may require a minimum guarantee and can benefit from accessing additional bandwidth dynamically available in the network. The similar ATM service capability GFR is under study in the ITU-T. 

7.10
ITU-T References

General references:

1. ATM Forum Specifications AF-TM-0121000, 1999. 

2. S. Fahmy, R. Jain, R. Goyal, B. Vandalore, “Fairness Definition and Flow Control for ATM Multipoint Connections”, http://www.cis.ohio-state.edu/~jain/papers/mpt2pt.htm

3. B. Vandalore, S. Fahmy, R. Jain, R. Goyal, M. Goyal, “Fairness Definition and Flow Control for ATM Multipoint Connections”, http://www.cis.ohio-state.edu/~jain/papers/icpn98_bv.htm

4. M. Schwartz, Broadband Integrated Networks, Prentice Hall, New Jersey, 1996.

5. R. Handel, M. Huber, S. Schroder, ATM Networks, Addison-Wesley, Cambridge, 1994.

6. W. Stallings, ISDN and Broadband ISDN with Frame Relay and ATM, Prentice Hall, New Jersey, 1999.

ITU-T References

[I.113]; 6/97, Vocabulary of Terms for Broadband Aspects of ISDN


[I.121]; 4/91, Broadband Aspects of ISDN


[I.150]; 2/99, B-ISDN Asynchronous Transfer Mode Functional Characteristics


[I.211]; 3/93, B-ISDN Service Aspects


[I.311]; 8/96, B-ISDN General Network Aspects


[I.321]; 4/91, B-ISDN Protocol Reference Model and its Application


[I.327]; 3/93, B-ISDN Functional Architecture


[I.356]; 10/96, B-ISDN ATM Layer Cell Transfer Performance


[I.361]; 2/99, B-ISDN ATM Layer Specification


[I.363.1]; 8/96, B-ISDN ATM Adaptation Layer Specification:  Type 1 AAL


[I.363.2]; 9/97, B-ISDN ATM Adaptation Layer Specification:  Type 2 AAL


[I.363.3]; 8/96, B-ISDN ATM Adaptation Layer Specification:  Type 3/4 AAL


[I.363.5]; 8/96, B-ISDN ATM Adaptation Layer Specification:  Type 5 AAL


[I.371]; 8/96, Traffic Control and Congestion Control in B-ISDN


[I.413]; 3/93, B-ISDN User-Network Interface


[I.432.1]; 2/99, B-ISDN User-Network Interface - Physical Layer Specification - General Characteristics


[I.432.2]; 2/99, B-ISDN User-Network Interface - Physical Layer Specification - Interface at 155 and 622 Mbit/s


[I.432.3]; 2/99, B-ISDN User-Network Interface - Physical Layer Specification - Interface at 1,5 and 2 Mbit/s


[I.432.4]; 8/96, B-ISDN User-Network Interface - Physical Layer Specification - Interface at 51 Mbit/s


[I.432.5]; 6/97, B-ISDN User-Network Interface - Physical Layer Specification - Interface at 25,6 Mbit/s


[I.580]; 11/95, General Arrangements for Interworking between B-ISDN and 64kbit/s based ISDN


[I.610]; 2/99, B-ISDN Operation and Maintenance Principles and Functions


[I.731]; 3/96,  Types and General Characteristics of ATM Equipment


[I.732]; 3/96, Functional Characteristics of ATM Equipment


[I.751]; 3/96, ATM Management of the Network Element View


[Q.2931]; 2/95, B-ISDN Digital Subscriber Signalling No.2 (DSS-2) User Network Interface Layer 3 Specification for basic Call/Connection Control


7.11 ABBREVIATIONS

AAL
ATM Adaptation Layer

ABR
Available Bit Rate transfer capability

ABT
ATM Block Transfer capability

ACR
Average Cell Rate

ATC
ATM Transfer Capabilities

ATD
Asynchronous Time Division

ATM
Asynchronous Transfer Mode

B-ICI
B-ISDN Inter-Carrier Interface

B-ISDN
Broadband-Integrated Services Digital Network

CAC
Connection Admission Control

CBR
Constant Bit-rate Transmission

CDV
Cell Delay Variation

CDVT
Cell Delay Variation Tolerance

CLP
Cell Loss Priority

CLR
Cell Loss Ratio

CP
Connecting Points

CS
Convergence Sub-layer

CTD
Cell Transfer Delay

DBR
Deterministic Bit Rate capability

GFC
Generic Flow Control

HEC
Header Error Control

INI
Inter-Network Interface

ISDN
Integrated Services Digital Network

MBS
Maximum Burst Size

MCR
Minimum Cell Rate

MFS
Minimum Frame Size

N-ISDN
Narrowband-Integrated Services Digital Network

NNI
Network Network Interface

NPC
Network Parameter Control

NRM
Network Resource Management

nrt-VBR
non-real-time Variable Bit-rate Transmission

OAM
Operation and Maintenance

PC
Priority Controls

PCM 
Pulse Code Modulation

PCR
Peak Cell Rate PHY
Physical layer

PM 
Physical Medium sub-layer

PNNI
Private Network Network Interface

PRM
Protocol Reference Model

PT
Payload Type

PTI
Payload Type Identifier

QoS
Quality of Service

RM
Resource Management

rt-VBR
real-time Variable Bit-rate Transmission

SAR
Segmentation And Reassembly sub-layer

SBR 
Statistical Bit Rate capability

SCR
Sustainable Cell Rate

SDH
Synchronous Digital Hierarchy

STM
Synchronous Transfer Mode

SVC
Signalling Virtual Channel

TC
Transmission Convergence sub-layer

TMN
Telecommunications Network Management

UBR
Unspecified Bit Rate

UNI
User Network Interface

UPC
Usage Parameter Control

VBR
Variable Bit-rate Transmission

VC
Virtual Channel

VCC
Virtual Channel Connection

VCI
Virtual Channel Identifier

VP
Virtual Path

VPI
Virtual Path Identifier
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